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#### Abstract

The extremal singular values of random matrices in $\ell_{2}$-norm, including Gaussian random matrices, Bernoulli random matrices, subgaussian random matrices, etc, have attracted major research interest in recent years. In this thesis, we study the $q$-singular values, defined in terms of the $\ell_{q}$-quasinorm, of pregaussian random matrices. We give the upper tail probability estimate on the largest $q$-singular value of pregaussian random matrices for $0<q \leq 1$, and also the lower tail probability estimate. Particularly, these estimates show that the largest $q$-singular value is of order $m^{1 / q}$ with high probability for pregaussian random matrices of size $m$ by $m$. Moreover, we also give probabilistic estimates for the smallest $q$-singular value of pregaussian random matrices. In addition, we also present some results on the largest $p$-singular value for $p>1$, and some numerical-experimental results as well.

Compressed sensing, a technique for recovering sparse signals, has also been an active research topic recently. The extremal singular values of random matrices have applications in compressed sensing, mainly because the restricted isometry constant of sensing matrices depends on them. We prove that the pregaussian random matrices with $m$ much less than $N$ but much larger than $N^{q / 2}$ have the $q$-modified restricted isometry property for $0<q \leq 1$ with overwhelming probability. As a result, we show that every sparse vector can be recovered


as a solution to the $\ell_{q}$-minimization problem with overwhelming probability if $m$ is much less than $N$ but much larger than $N^{q / 2}$.

In compressed sensing, we also show that the real and complex null space properties (NSP) are equivalent for the sparse recovery by $\ell_{q}$-minimization and more generally for the NSP for the joint-sparse recovery from multiple measurements via $\ell_{q}$-minimization. These results answer the open questions raised by Foucart and Gribonval. We also extend Berg and Friedlander's theorem on NSP for recovery from multiple measurements. As a consequence of the equivalence on NSP and the extension, we give a necessary and sufficient condition for the uniqueness of the solution to the multiple-measurement-vector non-convex optimization problem.
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## Preface

The work in this thesis is mainly on optimization and random matrices. This thesis is organized in the following way: Chapter 1 gives an introduction of the thesis; the following three chapters are devoted to the study of generalized singular values of pregaussian matrices, including Chapter 2 on the largest $q$-singular value of pregaussian random matrices for $0<q \leq 1$, Chapter 3 on the smallest $q$-singular value of pregaussian random matrices for $0<q \leq 1$, and additionally Chapter 4 on the largest $p$-singular value of pregaussian random matrices for $p>1$; in Chapter 5 , we study the $q$-modified restricted isometry property for $0<q \leq 1$; and lastly, Chapter 6 is on the null space property for recovery from multiple measurements via $q$-minimization.
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## Chapter 1

## Introduction

The largest singular value and the smallest singular value of random matrices in $\ell_{2}$-norm, including Gaussian random matrices, Bernoulli random matrices, subgaussian random matrices, etc, have attracted major research interest in recent years, and have applications in compressed sensing, a technique for recovering sparse or compressible signals. For instance, [Soshnikov and Fyodorov'2002, [50]] and [Soshnikov'2005, [51]], studied the largest singular value of random matrices, and [Rudelson and Vershynin'2008, [43]], [Rudelson and Vershynin'2008, [44]], [Tao and Vu'2009, [59]], and some others, studied the smallest singular values.

In the study of the asymptotic behavior of eigenvalues of symmetric random matrices, Wigner symmetric matrix is a typical example, whose upper (or lower) diagonal entries are independent random variables with uniform bounded moments. Wigner proved in [Wigner'1958, [62]] that the normalized eigenvalues are asymptotically distributed in the semicircular distribution. Precisely, let $A$ be a symmetric gaussian random matrix of size $n \times n$ whose upper diagonal entries are independent and identically-distributed copies of the standard gaussian random variable, then the probability distribution function of the eigenvalues of $\frac{1}{\sqrt{n}} A$ is asymptotically

$$
p(x):= \begin{cases}\frac{1}{2 \pi} \sqrt{4-x^{2}} d x & \text { for }|x| \leq 2  \tag{1.1}\\ 0 & \text { for }|x|>2\end{cases}
$$

as the size $n$ goes to infinity. This is the well-known Wigner's Semicircle law. More generally, for a random matrix whose entries are independent and identically-distributed (i.i.d.) copies
of a complex random variable with mean 0 and variance 1, Tao and Vu showed in [Tao and $\left.\mathrm{Vu}^{\prime} 2008,[56]\right]$ and [Tao and $\mathrm{Vu}^{\prime} 2010$, [60]] that the eigenvalues of $\frac{1}{\sqrt{n}} A$ converges to the uniform distribution on the unit circle as $n$ goes to $\infty$, and that holds not only for the random matrices with real entries but also for complex entries. Their result has also generalized Girko's circular law in [Girko'1984, [27]] and solved the circular law conjecture open since the 1950's, that the smallest eigenvalue converges to the uniform distribution over the unit disk as $n$ tends to infinity (see also [4]).

For random matrices whose entries are i.i.d. random variable satisfying certain moment conditions, the largest singular value was studied in [Geman'1980, [26]] and [Yin, Bai, and Krishnaiah'1988, [65]]. Furthermore, the distribution of the eigenvalue of Wishart matrices, $W_{N, n}=A A^{*}$, where $A=A_{N, n}$ is an $N \times n$ random Gaussian random matrix, was studied in [Soshnikov'2002, [50]]. More generally, Seginer in [Seginer'2000, [47]] compared the Euclidean operator norm of a random matrix with i.i.d. mean zero entries to the Euclidean norm of its rows and columns. Later, Latala in [Latala'2005, [34]] gave the upper bound on the expectation (or average value) of largest singular value namely the norm of any random matrix whose entries are independent mean zero random variables with uniformly bounded fourth moment.

The condition number, which is the ratio of the largest singular value over the smallest singular value of a matrix, is critical to the stability of linear systems. In [Edelman'1988, [17]], the distribution of the condition number of Gaussian random matrices, was particularly investigated in numerical experiments. As a typical example of subgaussian random matrices, the invertibility of Bernoulli random matrices was also studied. In [Tao and Vu'2007, [55]], the probability of Bernoulli random matrices to be singular is shown to be at most $\left(\frac{3}{4}+o(1)\right)^{n}$, where $n$ is the size of the matrices. Their result shows that the probability of the smallest singular value of Bernoulli random matrices to be zero is exponentially small as $n$ tends to infinity.

The recent studies of the smallest singular value have also been motivated, in a large sense, by some open questions or conjectures. In [Spielman and Teng'2002, [52]], the following conjecture was proposed in the International Congress of Mathematicians in 2002.

Conjecture 1.0.1 (Spielman-Teng). Let $\xi$ be Bernoulli random variable, in other words, $\mathbb{P}(\xi=1)=\mathbb{P}(\xi=-1)=\frac{1}{2}$. Then

$$
\begin{equation*}
\mathbb{P}\left(s_{n}\left(M(\xi) \leq \frac{t}{\sqrt{n}}\right) \leq t+c^{n}\right. \tag{1.2}
\end{equation*}
$$

for all $t>0$ and some $0<c<1$.
In the breakthrough work on the estimate on the smallest singular value, [Rudelson and Vershynin'2008, [44]], Rudelson and Vershynin obtained the upper tail probabilistic estimate on the smallest value in $\ell_{2}$-norm for square matrices of centered random variables, with unit variance and appropriate moment assumptions. In particular, they proved the SpielmanTeng conjecture up to a constant. The lower tail probabilistic estimate on the smallest value in $\ell_{2}$-norm for square matrices was estimated in [Rudelson and Vershynin'2008, [43]]. These results have shown that the smallest singular value of the $n \times n$ subgaussian random matrices is of order $n^{-\frac{1}{2}}$ in high probability for large $n$. In a more explicit way, the distribution of the smallest singular value of random was given in [Tao and Vu'2009, [59]] by using property testing from combinatorics and theoretical computer science. The pregaussian matrices were used to recover sparse image in [Foucart and Lai'2010, [21]]. Very recently, Rudelson and Vershynin gave a comprehensive survey on the extreme singular values of random matrices in [Rudelson and Vershynin'2010, [46]].

In this thesis, we will study the probabilistic estimates on the largest $q$-singular value defined in terms of the in $\ell_{q}$-quasinorm as

$$
\begin{equation*}
s_{1}^{(q)}(A):=\sup _{x \in \mathbb{R}^{N}, x \neq 0} \frac{\|A x\|_{q}}{\|x\|_{q}} \tag{1.3}
\end{equation*}
$$

and the smallest $q$-singular value defined accordingly (see [49] for instance) of pregaussian matrices, as they have become important to the $\ell_{q}$-approach in compressed sensing, because of the restricted isometry property (see [6] and [21]), that will be studied in later chapters.

Before proceeding, we would like to mention some notations we will use in this thesis. $X=O(Y)$ denotes $X<C Y$ for some constant $C>0$. As conventional in probability theory, $\mathbb{P}(\mathcal{E})$ denotes the probability that the event $\mathcal{E}$ occurs, and $\mathbb{E}(X)$ denotes the expectation of the random variable $X$.

It is well-known that the classic singular value is defined in terms of $\ell_{2}$-norm, then a natural question would be what if one defines the singular value by the $\ell_{q}$-quasinorm for $0<q \leq 1$ and $\ell_{p}$-norm for $p>1$. The first three chapters of the thesis will be devoted to the study of generalized singular values of pregaussian matrices, including Chapter 2 on the largest $q$-singular value of pregaussian random matrices for $0<q \leq 1$, Chapter 3 on the smallest $q$-singular value of pregaussian random matrices for $0<q \leq 1$, and additionally Chapter 4 on the largest $p$-singular value of pregaussian random matrices for $p>1$. Our main results include the tail probability estimates on these generalized singular values of pregaussian matrices.

There were some remarkable results by other researchers on the largest singular values of random matrices in the $\ell_{2}$-norm. For example, Geman in [26] and Yin, Bai, and Krishnaiah in [65] showed that the largest singular value of random matrices of size $m \times N$ with independent entries of mean 0 and variance 1 tends to $\sqrt{m}+\sqrt{N}$ almost surely. However, we want to study the singular values of random matrices in terms of the $\ell_{q}$-quasinorm for $0<q \leq 1$, because there are some advantages of using general $\ell_{q}$-norm to study the singular value of random matrices, as suggested in [Foucart and Lai'2009, [20]] and [Foucart and Lai'2010, [21]]. In this thesis, we study the $q$-singular values of random matrices whose entries are independent and identically-distributed copies of a pregaussian random variable, defined in terms of the $\ell_{q}$-quasinorm. We obtain the decay on the upper tail probability of the largest $q$-singular value $s_{1}^{(q)}$ for all $0<q \leq 1$, defined in terms of the non-convex $\ell_{q}$-quasinorm, as the number of rows of the matrices becomes very large. This result is stated as

Theorem 1.0.2 (Upper tail probability of the largest $q$-singular value, $0<q \leq 1$ ). Let $\xi$ be a pregaussian random variable normalized to have variance 1 and $A$ be an $m \times N$ matrix
with i.i.d. copies of $\xi$ in its entries, then for every $0<q<1$,

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(q)}(A) \geq C m^{\frac{1}{q}}\right) \leq \exp \left(-C^{\prime} m\right) \tag{1.4}
\end{equation*}
$$

for some $C, C^{\prime}>0$ only dependent on the pregaussian random variable $\xi$.
We have also obtained the lower tail probability of the largest $q$-singular value $s_{1}^{(q)}$ for all $0<q \leq 1$, based on a linear bound for partial binomial expansion.

Theorem 1.0.3 (Lower tail probability of the largest $q$-singular value, $0<q \leq 1$ ). Let $\xi$ be a pregaussian random variable normalized to have variance 1 and $A$ be an $m \times N$ matrix with i.i.d. copies of $\xi$ in its entries, then for every $0<q<1$ and any $\varepsilon>0$, there exists $K>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(q)}(A) \leq K m^{\frac{1}{q}}\right) \leq \varepsilon \tag{1.5}
\end{equation*}
$$

in which $K$ only depends on $q, \varepsilon$ and the pregaussian random variable $\xi$.
In particular, these estimates show $s_{1}^{(q)}(A) \sim m^{\frac{1}{q}}$ with high probability for $m \times N$ pregaussian random matrix $A$.

On the smallest singular value of random matrices, Rudelson and Vershynin first showed the following results in [43],

Theorem 1.0.4 (Rudelson-Vershynin). If $A$ is a matrix of size $n \times n$ whose entries are independent random variables with variance 1 and bounded fourth moment. Then for any $\delta>0$, there exists $\epsilon>0$ and integer $n_{0}>0$ such that

$$
\mathbb{P}\left(s_{n}(A) \leq \frac{\epsilon}{\sqrt{n}}\right) \leq \delta
$$

for all $n \geq n_{0}$.

Later, they proved the following theorem in [44].

Theorem 1.0.5 (Rudelson-Vershynin). Let $A$ be an $n \times n$ matrix whose entries are i.i.d. centered random variables with unit variance and fourth moment bounded by B. Then, for
every $\delta>0$ there exist $K>0$ and $n_{0}$ which depend (polynomially) only on $\delta$ and $B$, and such that

$$
\mathbb{P}\left(s_{n}(A)>\frac{K}{\sqrt{n}}\right) \leq \delta
$$

for all $n \geq n_{0}$.

For the smallest $q$-singular value of an $n \times n$ pregaussian random matrix, we have obtained the estimate on the lower tail probability in this thesis.

Theorem 1.0.6 (Lower tail probability of the smallest $q$-singular value, $0<q \leq 1$ ). Given any $0<q \leq 1$, and let $\xi$ be the pregaussian random variable with variance 1 and $A$ be an $n \times n$ matrix with i.i.d. copies of $\xi$ in its entries. Then for any $\varepsilon>0$, there exists some $\gamma>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(s_{n}^{(q)}(A)<\gamma n^{-\frac{1}{q}}\right)<\varepsilon, \tag{1.6}
\end{equation*}
$$

where $\gamma$ only depends on $q, \varepsilon$ and the pregaussian random variable $\xi$.
On the upper tail probability of the smallest $q$-singular value, we have

Theorem 1.0.7 (Upper tail probabilistic estimate on the smallest $q$-singular value). Given any $0<q \leq 1$, and let $\xi$ be the pregaussian random variable with variance 1 and $A$ be an $n \times n$ matrix with i.i.d. copies of $\xi$ in its entries. Then for any $K>e$, there exist some $C>0,0<c<1$, and $\alpha>0$ only dependent on pregaussian random variable $\xi, q$, such that

$$
\begin{equation*}
\mathbb{P}\left(s_{n}^{(q)}(A)>K n^{-\frac{1}{2}}\right) \leq \frac{C(\ln K)^{\alpha}}{K^{\alpha}}+c^{n} . \tag{1.7}
\end{equation*}
$$

In particular, for any $\varepsilon>0$, there exist some $K>0$ and $n_{0}$, such that

$$
\begin{equation*}
\mathbb{P}\left(s_{n}^{(q)}(A)>K n^{-\frac{1}{2}}\right)<\varepsilon \tag{1.8}
\end{equation*}
$$

for all $n \geq n_{0}$.
However, we strongly believe the probabilistic estimate on the smallest singular value in (1.8) may be improved and conjecture that

$$
\begin{equation*}
\mathbb{P}\left(s_{n}^{(q)}(A)>K n^{-\frac{1}{q}}\right)<\varepsilon \tag{1.9}
\end{equation*}
$$

under the assumptions in Theorem 1.0.7.
While extending the $q$-singular value for $0<q \leq 1$ to $p$-singular value for $p>1$, we would like to investigate the probability analysis on the $p$-singular value for $p>1$ as well. In [36], the lower tail probability of the $\ell_{p}$-norm of a sequence of independent, centered, Gaussian random variables was estimated. Very recently, on random matrices, the extremal singular values defined in terms of $\ell_{2}$ were studied in [43], [44], [45], [59], etc, as we mentioned earlier. However, the $p$-singular value, defined in terms of $\ell_{p}$-norm for $p>1$ will be the main topic in Chapter 4 of this thesis. In this respect, we have the following two theorems.

Theorem 1.0.8 (Lower tail probability of the largest -singular value, $p>1$ ). Let $\xi$ be $a$ pregaussian random variable normalized to have variance 1 and $A$ be an $m \times N$ matrix with i.i.d. copies of $\xi$ in its entries, then for every $p>1$ and any $\varepsilon>0$, there exists $\gamma>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(p)}(A) \leq \gamma m^{\frac{1}{p}}\right) \leq \varepsilon \tag{1.10}
\end{equation*}
$$

in which $\gamma$ only depends on $p, \varepsilon$ and the pregaussian random variable $\xi$.

The duality theorem on the largest $p$-singular value allows us to extend these results from $1<p<2$ to $p>2$ and vice versa, and thus we are able to obtain the probabilistic estimates on the growth rate of the largest $p$-singular value for $p \geq 1$, including $p=\infty$, as the size of the random matrices grows.

Random matrices are often used as the sensing matrices in the optimization problem for compressed sensing. Foucart and Lai defined the new quasinorm

$$
\begin{equation*}
/ / x / / f, q:=\left(\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left|\sum_{i=1}^{N} t_{i} x_{i}\right|^{q} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{q}} \tag{1.11}
\end{equation*}
$$

for any pregaussian distribution probability density function $f$ and $q>0$ and introduced the $q$-modified restricted isometry property, $0<q \leq 1$ based on the quasinorm. The extreme singular values of random matrices, including the largest singular value and smallest singular
value, become important for the restricted isometry property introduced in [6] and the generalized restricted property defined in [21], called $q$-modified restricted isometry property. In Chapter 5 of this thesis, we study the modified the $q$-modified restricted isometry property, $0<q \leq 1$. We prove that the pregaussian random matrices, whose entries are independent and identically-distributed pregaussian random variables (see e.g. [10]), with $N^{\frac{q}{2}} \ll m \ll N$, have the $q$-modified restricted isometry property with overwhelming probability. As a result, we show that every sparse vector can be recovered as a solution to the $\ell_{q}$-minimization problem with overwhelming probability if $N^{\frac{q}{2}} \ll m \ll N$ for $0<q \leq 1$.

Theorem 1.0.9. Suppose that $A$ is an $m \times N$ matrix whose entries are independent and identically-distributed copies of a symmetric pregaussian random variable with probability density function $f$. Then

$$
\begin{equation*}
\mathbb{P}\left((1-\varepsilon) m / / x /\left\|_{f, q}^{q} \leq\right\| A x \|_{q}^{q} \leq(1+\varepsilon) m / / x / /{ }_{f, q}^{q}\right) \geq 1-2 e^{-\kappa m N^{-\frac{q}{2}} \varepsilon^{2}} \tag{1.12}
\end{equation*}
$$

for any $0<\varepsilon<1$ and $0<q \leq 1$, and some $\kappa>0$ dependent of $f$ and $q$.

Chapter 6 of this thesis is devoted to the null space property in compressed sensing, especially for multiple measurement vector problem (MMV). In compressed sensing, we want to recover a sparse or compressible signal via solving the minimization problem,

$$
\begin{equation*}
\operatorname{minimize}_{x \in \mathbb{R}^{N}}\|x\|_{0} \text { subject to } A x=b \tag{1.13}
\end{equation*}
$$

in which $\|x\|_{0}$ is the the number of non-zero entries of the vector $x$, namely the sparsity of $x$. Since $\|x\|_{0}$ can be approximated by $\|x\|_{q}^{q}$, one can use the $\ell_{q}$-approach (see [24], [33] and [20]), which is considering the following $\ell_{q}$-minimization problem with $0<q \leq 1$,

$$
\begin{equation*}
\operatorname{minimize}_{x \in \mathbb{R}^{N}}\|x\|_{q} \text { subject to } A x=b \tag{1.14}
\end{equation*}
$$

Foucart and Lai presented some numerical experimental results which indicate that the $q$-method performs better than other available methods and a sufficient condition on the matrix of an underdetermined linear system which guarantees the solution of the system
with minimal $q$-quasinorm (cf. [20]). The $\ell_{q}$-method in unconstrained minimization can be also used to generate the sparse solution to underdetermined linear system. See [33]. These have motivated us to consider the null space property for $\ell_{q}$-minimization, as it characterizes the uniqueness of the solution to the $\ell_{q}$-minimization problem.

Instead of single measurement vector, multiple measurement vectors have been used in many fields of technology, for instance, neuromagnetic imaging [15] and communication channels (see e.g. [14]), as pointed out in [8]. In general situations, precisely, the multiple-measurement-vector (MMV) problem, which is

$$
\begin{equation*}
\text { minimize }\|X\|_{q, p} \text { subject to } A X=B \tag{1.15}
\end{equation*}
$$

for an $m \times N$ matrix $A$ and an $m \times r$ matrix $B$, in which

$$
\begin{equation*}
\|X\|_{q, p}:=\left(\sum_{j=1}^{N}\left\|X^{j \rightarrow}\right\|_{p}^{q}\right)^{\frac{1}{q}} \tag{1.16}
\end{equation*}
$$

where $X^{j \rightarrow}$ is the $j$-th row of $X$, for $p>0$ and $q>0$.
In recent literature, there were many significant studies on the MMV problem. Berg and Friedlander in [8] studied the joint-sparse recovery from multiple measurements through the MMV problem, as an extension of the single-measurement-vector (SMV) problem (1.13). They implemented the ReMBo (Reduce MMV and Boost) algorithm combined with $\ell_{1}$ minimization, introduced and also performed in [39] and [40], based on the reduction to SMV problem. Some other researchers also studied the algorithmic approaches to solve the MMV convex optimization problem that is the MMV problem (1.15) with $q \geq 1$ for the recovery from multiple measurements. For instance, Malioutov, Cetin and Willsky in [38] used the interior point implementation to solve the MMV problem with $p=2$ and $q=1$, in which (1.16) is neither linear nor quadratic, efficiently in a second-order cone (SOC) programming. Tropp in [61] developed another algorithmic approach called convex relaxation, by replacing $\ell_{0}$-quasinorm by $\ell_{1}$-norm, and it under certain conditions provides good solutions to MMV problem for $p=\infty$ and $q=1$. For $q=1$ and general $p \geq 1$, Chen and Huo in [12] showed that
the orthogonal matching pursuit for MMV (OMPMMV) can find the sparsest solution to the MMV problem with computational efficiency. In addition to the above studies, Cotter, Rao and others in [15] extended the matching pursuit (MP) and Focal Underdetermined System Solver (FOCUSS), introduced earlier in [22] for tomographic source reconstruction in neural electromagnetic inverse problems and designed to obtain sparse solutions by successively solving quadratic optimization problems (cf. [64]), to solve the MMV problem for $p \leq 1$ and $q=2$.

For the SMV non-convex $\ell_{q}$-minimization problem (5.49), Foucart and Lai in [20] compared the numerical experiments results by their $\ell_{q}$-algorithm with other algorithm, such as the regularized orthogonal matching pursuit, the $\ell_{1}$-minimization, the reweighted $\ell_{1}$ minimization, and the comparisons showed that $\ell_{q}$-method performs better.

However, we will study the multiple-measurement-vector (MMV) non-convex optimization problem, that is

$$
\begin{equation*}
\operatorname{minimize}\|X\|_{q, p} \text { subject to } A X=B \tag{1.17}
\end{equation*}
$$

in which $0<q \leq 1$.
The null space property has been used to quantify the error of approximations (Cohen, Dahmen, and DeVore' 2009, [13]), and it also guarantees the exact recovery. The $\ell_{1}$ null space property is the sufficient condition for unique recovery through $\ell_{1}$-minimization. Foucart and Gribonval in [Foucart and Gribonval'2009, [19]] proved that the real null space and complex null space property are equivalent for the sparse recovery achieved by $\ell_{1}$-minimization. They considered the convex optimization problem

$$
\begin{equation*}
\operatorname{minimize}_{z \in \mathbb{R}^{N}}\|z\|_{1} \text { subject to } A z=y \tag{1.18}
\end{equation*}
$$

in which $A$ is a real-valued measurement matrix. But a real-valued measurement matrix is also a complex-valued one, they proved the following result

Theorem 1.0.10 (Foucart-Gribonval). For a measurement matrix $A \in \mathbb{R}^{m \times N}$ and a set $S \subseteq\{1,2, \cdots, N\}$, the real null space property that

$$
\begin{equation*}
\sum_{j \in S}\left|u_{j}\right|<\sum_{j \in S^{c}}\left|u_{j}\right| \tag{1.19}
\end{equation*}
$$

for all $\left(u_{1}, u_{2}, \cdots, u_{N}\right)^{T} \in\left(\operatorname{ker}_{\mathbb{R}}(A)\right) \backslash\{0\}$ is equivalent to the complex null space property, in view of $\operatorname{ker}_{\mathbb{C}} A=\operatorname{ker}_{\mathbb{R}} A+i \operatorname{ker}_{\mathbb{R}} A$, that

$$
\begin{equation*}
\sum_{j \in S} \sqrt{u_{j}^{2}+v_{j}^{2}}<\sum_{j \in S^{c}} \sqrt{u_{j}^{2}+v_{j}^{2}} \tag{1.20}
\end{equation*}
$$

for all $\left(u_{1}, u_{2}, \cdots, u_{N}\right)^{T} \in \operatorname{ker}_{\mathbb{R}}(A)$ and $\left(v_{1}, v_{2}, \cdots, v_{N}\right)^{T} \in \operatorname{ker}_{\mathbb{R}}(A)$ with either of the vectors non-zero.

Replacing $\ell_{1}$-norm by $\ell_{q}$-quasinorm in the $\ell_{1}$ null space property, the condition is then called $\ell_{q}$ null space property, that becomes the sufficient condition for unique recovery through solving the $\ell_{q}$-minimization problem. On the other hand, the well-known null space property (cf. [16] and [24]) for the standard $\ell_{1}$ minimization in the setting of single measurement vector (SMV) has been extended to this setting of multiple measurement vectors (MMV). In the study on these aspects, we show that the real null space and complex null space property are equivalent for the sparse recovery achieved by $\ell_{q}$-minimization and more generally that for the joint-sparse recovery from multiple measurements, which answer the open questions raised in [19].

Berg and Friedlander in [8] showed the null space property for recovery from multiple measurements via $\ell_{1}$-minimization. In [8], the following result is proved.

Theorem 1.0.11 (Berg-Friedlander). Let $A$ be a real matrix of $m \times N$ and $S \subset\{1,2, \cdots, N\}$ be a fixed index set. Denote by $S^{c}$ the complement set of $S$ in $\{1,2, \cdots, N\}$. Let $\|\cdot\|$ be any norm. Then all $\mathbf{x}^{(k)}$ with support $\mathbf{x}^{(k)}$ in $S$ for $k=1, \cdots, r$ can be uniquely recovered using the following

$$
\begin{gather*}
\text { minimize } \mathbf{x}^{(k)} \in \mathbb{R}^{N}\left\{\sum_{j=1}^{N}\left\|\left(x_{1, j}, \cdots, x_{r, j}\right)\right\|: \text { subject to } A \mathbf{x}^{(k)}=\mathbf{b}^{(k)}, k=1, \cdots, r\right\}  \tag{1.21}\\
k=1, \cdots, r
\end{gather*}
$$

if and only if all vectors $\left(\mathbf{u}^{(1)}, \cdots, \mathbf{u}^{(r)}\right) \in(N(A))^{r} \backslash\{(0,0, \cdots, 0)\}$ satisfy the following

$$
\begin{equation*}
\sum_{j \in S}\left\|\left(u_{1, j}, \cdots, u_{r, j}\right)\right\|<\sum_{j \in S^{c}}\left\|\left(u_{1, j}, \cdots, u_{r, j}\right)\right\| \tag{1.22}
\end{equation*}
$$

where $N(A)$ stands for the null space of $A$.

We extend their theorem on the null space property from $\ell_{1}$ to $\ell_{q}, 0<q \leq 1$, for recovery from multiple measurements. As a consequence of the extension, we give a necessary and sufficient condition for the uniqueness of the solution to the multiple-measurement-vector (MMV) non-convex optimization problem. Precisely, we prove the following

Theorem 1.0.12 (Null space property for MMV recovery via $\ell_{q}$-minimization). Let $A$ be an $m \times N$ matrix and $S \subset\{1,2 \cdots, N\}$ be an index set. Then for any $0<q \leq 1$, all $X_{0} \in \mathbb{R}^{N \times r}$ with the support of the rows of $X_{0}$ contained in $S$ can be uniquely recovered via solving the MMV non-convex optimization problem (1.17) for $p=2$ if and only if $\left\|u_{S}\right\|_{q}<\left\|u_{S^{c}}\right\|_{q}$ for all $u \in \operatorname{ker}(A) \backslash\{0\}$.

The above theorem characterizes the uniqueness of the solution to the MMV non-convex optimization problem (1.17), and it would simplify the algorithm checking the uniqueness of the solution to (or the exact recovery through) the MMV non-convex optimization problem.

In fact, we consider a joint recovery from multiple measurement vectors via

$$
\begin{equation*}
\operatorname{minimize} \sum_{j=1}^{N}\left(\sqrt{x_{1, j}^{2}+\cdots+x_{r, j}^{2}}\right)^{q}: \text { subject to } A \mathbf{x}^{(1)}=\mathbf{b}^{(1)}, \cdots, A \mathbf{x}^{(r)}=\mathbf{b}^{(r)} \tag{1.23}
\end{equation*}
$$

for a given $0<q \leq 1$, where $\mathbf{x}^{(k)}=\left(x_{k, 1}, \cdots, x_{k, N}\right)^{T} \in \mathbb{R}^{N}$ for all $k=1, \cdots, r$, and this is actually $((1.17))$ for when $p=2$.

Written as equivalent conditions, the theorem on the exact recovery we mainly prove is the following

Theorem 1.0.13. Let $A$ be a real matrix of size $m \times N$ and $S \subset\{1,2, \cdots, N\}$ be a fixed index set. Fix $p \in(0,1]$ and $r \geq 1$. Then the following conditions are equivalent:
(a) All $\mathbf{x}^{(k)}$ with support in $S$ for $k=1, \cdots, r$ can be uniquely recovered using (1.23);
(b) For all vectors $\left(\mathbf{u}^{(1)}, \cdots, \mathbf{u}^{(r)}\right) \in(N(A))^{r} \backslash\{(0,0, \cdots, 0)\}$

$$
\begin{equation*}
\sum_{j \in S}\left(\sqrt{u_{1, j}^{2}+\cdots+u_{r, j}^{2}}\right)^{q}<\sum_{j \in S^{c}}\left(\sqrt{u_{1, j}^{2}+\cdots+u_{r, j}^{2}}\right)^{q} \tag{1.24}
\end{equation*}
$$

(c) For all vector $\mathbf{z} \in N(A)$ with $\mathbf{z} \neq 0$,

$$
\begin{equation*}
\sum_{j \in S}\left|z_{j}\right|^{q}<\sum_{j \in S^{c}}\left|z_{j}\right|^{q} \tag{1.25}
\end{equation*}
$$

where $\mathbf{z}=\left(z_{1}, \cdots, z_{N}\right)^{T} \in \mathbb{R}^{N}$.

Our theorem can be applied to develop algorithms, as condition (c) significantly reduces the complexity of verification of condition (b) for unique recovery from multiple measurement vectors by using (1.23).

## Chapter 2

## Probabilistic Estimate on the Largest $q$-Singular Values of Pregaussian Random Matrices

### 2.1 Preliminaries

In this section, we are going to give an introduction on some basics on the Gaussian random variable, subgaussian random variable, and pregaussian random variable. There are many references on these standard terminologies, such as [9], [10], [21], and [23].

The Gaussian random variable is well-known as a basic random variable widely used in the probability and statistics studies, and is also an important random variable because of the central limit theorem in probability theory. A symmetric Gaussian random variable $X$ obeys the standard normal distribution,

$$
\begin{equation*}
p_{X}(x)=\frac{1}{\sqrt{2 \pi} \sigma} e^{-\frac{x^{2}}{2 \sigma^{2}}} \tag{2.1}
\end{equation*}
$$

where $\sigma^{2}$ is the variance, and its moment generating function is

$$
\begin{equation*}
M_{X}(t)=\mathbb{E}\left(e^{t X}\right)=\int_{-\infty}^{\infty} e^{t x} p_{X}(x) d x=e^{\frac{\sigma^{2} t^{2}}{2}} \tag{2.2}
\end{equation*}
$$

Subgaussian random variable is more general than Gaussian random variable.

Definition 2.1.1 (Subgaussian random variable). A random variable $X$ is called subgaussian, if its moment generating function satisfies

$$
\begin{equation*}
M_{X}(t) \leq e^{\frac{\sigma^{2} t^{2}}{2}} \tag{2.3}
\end{equation*}
$$

for all $t \in \mathbb{R}$ and some $\sigma \geq 0$.

A typical example of subgaussian random variable is the centered Bernoulli random variable.

Example 2.1.2 (Bernoulli random variable). A Bernoulli random variable $X$ with mean 0 and variance 1 is a discrete random variable with probability mass function

$$
p_{X}(x)= \begin{cases}\frac{1}{2}, & x=1  \tag{2.4}\\ \frac{1}{2}, & x=-1\end{cases}
$$

The moment generating function of $X$

$$
\begin{equation*}
M_{X}(t)=\mathbb{E}\left(e^{t X}\right)=\frac{1}{2}\left(e^{t}+e^{-t}\right)=\sum_{k=0}^{\infty} \frac{t^{2 k}}{(2 k)!} \leq \sum_{k=0}^{\infty} \frac{t^{2 k}}{(k)!}=e^{t^{2}} \tag{2.5}
\end{equation*}
$$

so Bernoulli random variable $X$ is subgaussian.

More generally, pregaussian random variable is defined as

Definition 2.1.3 (Pregaussian random variable). A random variable $X$ is called Pregaussian if there exists some $T>0$ such that the moment generating function of $X$ satisfies

$$
\begin{equation*}
M_{X}(t) \leq e^{\frac{\sigma^{2} t^{2}}{2}} \tag{2.6}
\end{equation*}
$$

for all $t \in[-T, T]$ and some $\sigma \geq 0$.

Pregaussian random variable can be also characterized by the growth rate of its moments.

Proposition 2.1.4 (Pregaussian random variable and growth rate of moments, [10]). $A$ random variable $X$ is pregaussian if and only if

$$
\begin{equation*}
\mathbb{E}\left(|X|^{2 k}\right) \leq(2 k)!\lambda^{2 k} \tag{2.7}
\end{equation*}
$$

for some constant $\lambda>0$.

Let us also see an example for pregaussian random variable.

Example 2.1.5 (Laplacian random variable). A Laplacian random variable $X$ with mean 0 has its probability distribution function

$$
\begin{equation*}
p_{X}(x)=\frac{1}{2 \lambda} \exp \left(-\frac{|x|}{\lambda}\right) \tag{2.8}
\end{equation*}
$$

for some $\lambda>0$, and $\mathbb{E}\left(|X|^{2 k}\right)=\Gamma(2 k+1) \lambda^{2 k}=(2 k)!\lambda^{2 k}$.
The Bernstein inequality is useful in obtaining estimates on the tail probability of the sum of independent variables, provided the growth rate of the moments of the variables are bounded appropriately.

Theorem 2.1.6 (Bernstein's inequality, [10]). Let $X_{1}, \cdots, X_{n}$ be independent random variables. Suppose that $\mathbb{E} X_{i}=0$ and

$$
\begin{equation*}
\mathbb{E}\left|X_{i}^{k}\right| \leq \frac{\mathbb{E} X_{i}^{2}}{2} H^{k-2} k! \tag{2.9}
\end{equation*}
$$

for every positive integer $k$ and some $H>0, i=1, \cdots, n$. Then

$$
\begin{equation*}
\mathbb{P}\left\{\left|\sum_{i=1}^{n} X_{i}\right| \geq t\right\}<2 \exp \left(-\frac{t^{2}}{2\left(t H+\sum_{i=1}^{n} \mathbb{E} X_{i}^{2}\right)}\right) \tag{2.10}
\end{equation*}
$$

for all $t>0$.
Remark 2.1.7. In particular, let $X_{1}, \cdots, X_{n}$ be independent pregaussian random variables, then they satisfy the assumptions of Bernstein inequality. Indeed, by $\mathbb{E}\left|X_{i}^{k}\right| \leq\left(\mathbb{E}\left|X_{i}^{2 k}\right|\right)^{\frac{1}{2}}$, Proposition 2.1.4 implies (2.9), and using the Taylor expansion of the exponential function in $\mathbb{E}\left(e^{t X_{i}}\right)$, one can deduce $\mathbb{E} X_{i}=0, i=1, \cdots, n$.

### 2.2 Linear Combination of Pregaussian Random variables

Let's consider the linear combination of pregaussian random variables in this section.
Lemma 2.2.1 (Linear combination of pregaussian random variables). Let $a_{i j}, i=1,2, \cdots$, $m$ and $j=1,2, \cdots, N$, be pregaussian random variables and $\eta_{i}=\sum_{j=1}^{N} a_{i j} x_{j}$, then $\eta_{i}$ are pregaussian random variables for $i=1,2, \cdots, m$.

Proof. Since $a_{i j}$ are pregaussian random variables, then $\mathbb{E} a_{i j}=0$ and there are constants $\lambda_{i j}>0$ such that $\mathbb{E}\left|a_{i j}\right|^{k} \leq k!\lambda_{i j}^{k}$ for $i=1,2, \cdots, m$ and $j=1,2, \cdots, N$, then

$$
\begin{equation*}
\mathbb{E} \eta_{i}=\sum_{j=1}^{N} x_{j} \mathbb{E} a_{i j}=0 \tag{2.11}
\end{equation*}
$$

and using the convexity of the function $x \mapsto x^{k}$ for positive integer $k$, we have

$$
\begin{align*}
\mathbb{E}\left(\left|\eta_{i}\right|^{k}\right) & =\mathbb{E}\left(\left|\sum_{j=1}^{N} a_{i j} x_{j}\right|^{k}\right) \\
& \leq\|x\|_{1}^{k} \mathbb{E}\left(\sum_{j=1}^{N} \frac{\left|x_{j}\right|}{\|x\|_{1}}\left|a_{i j}\right|\right)^{k}  \tag{2.12}\\
& \leq\|x\|_{1}^{k} \sum_{j=1}^{N}\left(\frac{\left|x_{j}\right|}{\|x\|_{1}} \mathbb{E}\left|a_{i j}\right|^{k}\right) .
\end{align*}
$$

Thus the expectations of the pregaussian random variables $a_{i j}$ give that

$$
\begin{equation*}
\mathbb{E}\left(\left|\eta_{i}\right|^{k}\right) \leq\|x\|_{1}^{k} \sum_{j=1}^{N} \frac{\left|x_{j}\right|}{\|x\|_{1}} k!\lambda_{i j}^{k}=\|x\|_{1}^{k} k!\left(\max _{j}\left(\lambda_{i j}\right)\right)^{k}=k!\left(\|x\|_{1} \max _{j}\left(\lambda_{i j}\right)\right)^{k} \tag{2.13}
\end{equation*}
$$

for all integers $k \geq 1$.

Note that the product of pregaussian random variables may not be pregaussian. For instance, let's consider the square of a pregaussian random variable. Let $\xi_{i}:=\eta_{i}^{2}$. However, $\xi_{i}$ is not necessary to be pregaussian. For example, let $\eta_{i}$ be Laplace random variables with probability density functions

$$
\begin{equation*}
p_{\eta_{i}}\left(\eta_{i}\right)=\frac{1}{2 \lambda_{i}} \exp \left(-\frac{\left|\eta_{i}\right|}{\lambda_{i}}\right) . \tag{2.14}
\end{equation*}
$$

$\eta_{i}$ is pregaussian, as we know from the previous example. However, the $k$-th moment of $\xi_{i}$

$$
\begin{equation*}
\mathbb{E}\left(\left|\xi_{i}\right|^{k}\right)=\mathbb{E}\left(\left|\eta_{i}\right|^{2 k}\right)=\Gamma(2 k+1) \lambda_{i}^{2 k}=(2 k)!\left(\lambda_{i}^{2}\right)^{k} \tag{2.15}
\end{equation*}
$$

It has a growth pattern different from $k!\lambda^{k}$ for any $\lambda>0$, as $k!\lambda^{k}=o\left((2 k)!\left(\lambda_{i}^{2}\right)^{k}\right)$ when $k$ goes to $\infty$, that one can see by Stirling's formula in one way. In another way, the momentgenerating function of $\xi_{i}$ is

$$
\begin{equation*}
\mathbb{E}\left(\exp \left(t \xi_{i}\right)\right)=\mathbb{E}\left(\exp \left(t \eta_{i}^{2}\right)\right)=\int_{-\infty}^{\infty} \frac{1}{2 \lambda_{i}} \exp \left(t \eta_{i}^{2}-\frac{\left|\eta_{i}\right|}{\lambda_{i}}\right) d \eta_{i}=\infty \tag{2.16}
\end{equation*}
$$

for any $t>0$. By the definition or the property of pregaussian random variable, we know that $\xi_{i}$ is not pregaussian, as its moments grow faster than the moments of any pregaussian random variable.

### 2.3 The Largest $q$-Singular Value of Pregaussian random matrices

### 2.3.1 Largest $q$-Singular Values and Their Properties

One can define the largest $q$-singular value by

$$
\begin{equation*}
s_{1}^{(q)}(A):=\sup \left\{\frac{\|A x\|_{q}}{\|x\|_{q}}: x \in \mathbb{R}^{N} \text { with } x \neq 0\right\} \tag{2.17}
\end{equation*}
$$

for an $m \times N$ matrix $A$. Firstly, one can derive the following

Lemma 2.3.1. For $q \geq 1$, (2.17) defines a norm on the space of $m \times N$ matrices and

$$
\begin{equation*}
\max _{1 \leq j \leq N}\left\|a_{j}\right\|_{q} \leq s_{1}^{(q)}(A) \leq N^{\frac{q-1}{q}} \max _{1 \leq j \leq N}\left\|a_{j}\right\|_{q} \tag{2.18}
\end{equation*}
$$

in which $a_{j}, j=1,2, \cdots, N$, are the column vectors of $A$. For $0<q<1$, (2.17) defines a quasinorm on the space of $m \times N$ matrices and $\left(s_{1}^{(q)}(A+B)\right)^{q} \leq\left(s_{1}^{(q)}(A)\right)^{q}+\left(s_{1}^{(q)}(B)\right)^{q}$ for any $m \times N$ matrices $A$ and $B$, moreover, $s_{1}^{(q)}(A)=\max _{1 \leq j \leq N}\left\|a_{j}\right\|_{q}$.

Proof. It follows that $s_{1}^{(q)}(A), q \geq 1$, defines a norm from the known norm $\ell_{q}$ for $q \geq 1$. Moreover, by the Minkowski inequality and discrete Hölder inequality, when $q>2$,

$$
\begin{align*}
\|A x\|_{q}=\left\|\sum_{j=1}^{N} x_{j} a_{j}\right\|_{q} & \leq \sum_{j=1}^{N}\left|x_{j}\right| \cdot\left\|a_{j}\right\|_{q} \\
& \leq\|x\|_{p}\left(\sum_{j=1}^{N}\left\|a_{j}\right\|_{q}^{q}\right)^{\frac{1}{q}}  \tag{2.19}\\
& \leq\|x\|_{p} N^{\frac{1}{q}} \max _{1 \leq j \leq N}\left\|a_{j}\right\|_{q} \\
& \leq\|x\|_{q} N^{\frac{1}{p}} \max _{1 \leq j \leq N}\left\|a_{j}\right\|_{q}
\end{align*}
$$

for all $x \in \mathbb{R}^{N}$, in which $\frac{1}{p}+\frac{1}{q}=1$, i.e. $p=\frac{q-1}{q}$, and likewise, when $1 \leq q<2$,

$$
\begin{equation*}
\|A x\|_{q} \leq \sum_{j=1}^{N}\left|x_{j}\right| \cdot\left\|a_{j}\right\|_{q} \leq\|x\|_{1} \max _{1 \leq j \leq N}\left\|a_{j}\right\|_{q} \leq\|x\|_{q} N^{\frac{1}{p}} \max _{1 \leq j \leq N}\left\|a_{j}\right\|_{q} \tag{2.20}
\end{equation*}
$$

for all $x \in \mathbb{R}^{N}$. Thus

$$
\begin{equation*}
\|A x\|_{q} \leq\|x\|_{q} N^{\frac{q-1}{q}} \max _{1 \leq j \leq N}\left\|a_{j}\right\|_{q} \tag{2.21}
\end{equation*}
$$

for $q \geq 1$, which yields $s_{1}^{(q)}(A) \leq N^{\frac{q-1}{q}} \max _{1 \leq j \leq N}\left\|a_{j}\right\|_{q}$. Choosing $x$ to be the standard basis vectors of $\mathbb{R}^{N}$ gives us $\max _{1 \leq j \leq N}\left\|a_{j}\right\|_{q} \leq s_{1}^{(q)}(A)$.

The latter part of the claim follows from the fact that $\ell_{q}$ for $0<q<1$ is a quasinorm and $\|x+y\|_{q}^{q} \leq\|x\|_{q}^{q}+\|y\|_{q}^{q}$ for all $x, y \in \mathbb{R}^{N}$ if $0<q<1$. Similarly to the case when $q \geq 1$, we have for $0<q<1$,

$$
\begin{equation*}
\|A x\|_{q}^{q} \leq \sum_{j=1}^{N}\left|x_{j}\right|^{q} \cdot\left\|a_{j}\right\|_{q}^{q} \leq\|x\|_{q}^{q} \max _{1 \leq j \leq N}\left\|a_{j}\right\|_{q}^{q} \tag{2.22}
\end{equation*}
$$

which implies $s_{1}^{(q)}(A) \leq \max _{1 \leq j \leq N}\left\|a_{j}\right\|_{q}$. On the other hand, we also have $\max _{1 \leq j \leq N}\left\|a_{j}\right\|_{q} \leq$ $s_{1}^{(q)}(A)$. Thus $s_{1}^{(q)}(A)=\max _{1 \leq j \leq N}\left\|a_{j}\right\|_{q}$ in the case of $0<q<1$.

Remark 2.3.2. In particular, if $q=1$, (2.18) implies that $s_{1}^{(1)}(A)=\max _{j}\left\|a_{j}\right\|_{1}$, but if $q=\infty$, (2.18) implies $\max _{1 \leq j \leq N}\left\|a_{j}\right\|_{\infty} \leq s_{1}^{(\infty)}(A) \leq N \max _{1 \leq j \leq N}\left\|a_{j}\right\|_{\infty}$. To have a better estimate on $s_{1}^{(\infty)}$, we need to consider each component $\sum_{j=1}^{N} x_{j} a_{i, j}$, where $\left(a_{i, j}\right)_{m \times N}:=A$, in the column vector $\sum_{j=1}^{N} x_{j} a_{j}$. In this way,

$$
\begin{equation*}
\|A x\|_{\infty}=\max _{i}\left|\sum_{j=1}^{N} x_{j} a_{i, j}\right| \leq\left(\max _{1 \leq j \leq N}\left|x_{j}\right|\right)\left(\max _{1 \leq i \leq m} \sum_{j=1}^{N}\left|a_{i, j}\right|\right)=\|x\|_{\infty} \max _{1 \leq i \leq m} \sum_{j=1}^{N}\left|a_{i, j}\right|, \tag{2.23}
\end{equation*}
$$

and one can choose a vector $x_{0}$ consisting of $\pm 1$ such that $\left\|A x_{0}\right\|_{\infty}=\left\|x_{0}\right\|_{\infty}$, so $s_{1}^{(\infty)}(A)=$ $\max _{i} \sum_{j=1}^{N}\left|a_{i, j}\right|$. The example of $s_{1}^{(\infty)}$ suggests that it would be more advantageous to use row vectors instead of column vectors in estimating $s_{1, q}$ when $q$ is very large. On the other hand, we can see that $s_{1}^{(1)}(A)=s_{1}^{(\infty)}\left(A^{T}\right)$.

In general, for the relation between $s_{1}^{(q)}$ and $s_{1}^{(p)}, \frac{1}{p}+\frac{1}{q}=1, q \geq 1$, one can deduce the following lemma on the general rectangular matrix.

Lemma 2.3.3. For any $q \geq 1$ and $m \times N$ matrix $A$,

$$
\begin{equation*}
s_{1}^{(q)}(A)=s_{1}^{(p)}\left(A^{T}\right) \tag{2.24}
\end{equation*}
$$

in which $\frac{1}{p}+\frac{1}{q}=1$.

Proof. By the discrete Hölder inequality, we know that if $\frac{1}{p}+\frac{1}{q}=1$ then

$$
\begin{equation*}
|\langle A x, y\rangle| \leq\|A x\|_{q} \tag{2.25}
\end{equation*}
$$

for all $x \in \mathbb{R}^{N}$ and $y \in \mathbb{R}^{m}$ with $\|y\|_{p}=1$, and furthermore the equality holds for some $y_{0}$ with $\left\|y_{0}\right\|_{p}=1$. Thus

$$
\begin{equation*}
\|A x\|_{q}=\sup _{y \in \mathbb{R}^{m},\|y\|_{p}=1}|\langle A x, y\rangle| . \tag{2.26}
\end{equation*}
$$

By the definition of the largest $q$-singular value,

$$
\begin{align*}
s_{1}^{(q)}(A) & =\sup _{x \in \mathbb{R}^{N},\|x\|_{q}=1}\|A x\|_{q}  \tag{2.27}\\
& =\sup _{x \in \mathbb{R}^{N},\|x\|_{q}=1} \sup _{y \in \mathbb{R}^{m},\|y\|_{p}=1}|\langle A x, y\rangle|
\end{align*}
$$

In the same way, we have

$$
\begin{equation*}
s_{1}^{(p)}\left(A^{T}\right)=\sup _{y \in \mathbb{R}^{m},\|y\|_{p}=1} \sup _{x \in \mathbb{R}^{N},\|x\|_{q}=1}|\langle A x, y\rangle| . \tag{2.28}
\end{equation*}
$$

Finally, using $\langle A x, y\rangle=\left\langle A^{T} y, x\right\rangle$ and exchanging taking the supremums, one can get $s_{1}^{(q)}(A)=s_{1}^{(p)}\left(A^{T}\right)$.

Remark 2.3.4. In the study of the distribution of the largest $q$-singular value of square random matrices when $q \geq 2$, the above lemma allows us to use the the distribution of the largest singular value $s_{1}^{(p)}$ for $1 \leq p \leq 2$.

### 2.3.2 Some Estimates on the Upper Tail Probability of the Largest $q$ SINGULAR VALUE

The distribution of the singular values of random matrices has been an interesting topic in recent years, especially for the two extremal singular values, the largest one and the smallest one, for Gaussian random, subgaussian random matrices, etc, see for instance, [48], [44], [59]. Here we are going to study the largest $q$-singular value for $m \times N$ matrix $A$ are i.i.d.
copies of a symmetric pregaussian random variable as $m$ and $N$ are large. Theorem 5.2.1 tells us that

$$
\begin{equation*}
\mathbb{P}\left(\frac{\|A x\|_{q}}{/ / x / / f, q} \geq(1+\varepsilon)^{\frac{1}{q}} m^{\frac{1}{q}}\right) \leq 2 e^{-\kappa m N^{-\frac{q}{2} \varepsilon^{2}}} \tag{2.29}
\end{equation*}
$$

where

$$
\begin{equation*}
/ / x / / f, q:=\left(\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left|\sum_{i=1}^{N} t_{i} x_{i}\right|^{q} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{q}} \tag{2.30}
\end{equation*}
$$

for any $0<\varepsilon<1$ and $0<q \leq 1$, and some $\kappa>0$ dependent of $f$ and $q$. To get an estimate on the largest $q$-singular value, one needs to use the finite cover of the unit sphere in $\ell_{q}$ and the union bound for probability.

First we need to convert the probabilities involving $/ / x / / f, q$ into those containing $\|x\|_{q}$ instead.

Lemma 2.3.5. Given $0<q \leq 1$, for every $0<\varepsilon<1$,

$$
\begin{equation*}
\mathbb{P}\left(\frac{\|A x\|_{q}}{\|x\|_{q}} \geq C_{q}^{\frac{1}{q}}(1+\varepsilon)^{\frac{1}{q}} m^{\frac{1}{q}}\right) \leq 2 e^{-\kappa m N^{-\frac{q}{2} \varepsilon^{2}}} \tag{2.31}
\end{equation*}
$$

for some $\kappa>0$ dependent of $f$ and $q$.
Proof. By Lemma 5.1.5 and (5.40), we know

$$
\begin{equation*}
/ / x /\left\|_{f, q} \leq C_{q}^{\frac{1}{q}}\right\| x\left\|_{2} \leq C_{q}^{\frac{1}{q}}\right\| x \|_{q} \tag{2.32}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\frac{\|A x\|_{q}}{/\|x /\| f, q} \geq C_{q}^{-\frac{1}{q}} \frac{\|A x\|_{q}}{\|x\|_{q}} \tag{2.33}
\end{equation*}
$$

It follows that

$$
\begin{align*}
\mathbb{P}\left(\frac{\|A x\|_{q}}{\|x\|_{f, q}} \geq(1+\varepsilon)^{\frac{1}{q}} m^{\frac{1}{q}}\right) & \geq \mathbb{P}\left(C_{q}^{-\frac{1}{q}} \frac{\|A x\|_{q}}{\|x\|_{q}} \geq(1+\varepsilon)^{\frac{1}{q}} m^{\frac{1}{q}}\right)  \tag{2.34}\\
& =\mathbb{P}\left(\frac{\|A x\|_{q}}{\|x\|_{q}} \geq C_{q}^{\frac{1}{q}}(1+\varepsilon)^{\frac{1}{q}} m^{\frac{1}{q}}\right),
\end{align*}
$$

and then by (2.29) we obtain

$$
\begin{equation*}
\mathbb{P}\left(\frac{\|A x\|_{q}}{\|x\|_{q}} \geq C_{q}^{\frac{1}{q}}(1+\varepsilon)^{\frac{1}{q}} m^{\frac{1}{q}}\right) \leq 2 e^{-\kappa m N^{-\frac{q}{2} \varepsilon^{2}}} \tag{2.35}
\end{equation*}
$$

where $C_{q}=\frac{(\sqrt{2} \sigma)^{q}}{\sqrt{\pi}} \Gamma\left(\frac{q+1}{2}\right)($ see (5.40)).

The cardinality of a finite cover of the unit sphere in $\ell_{q}$ for $q \geq 1$ and more generally any norm on $\mathbb{R}^{N}$ are estimates in [41], and for $\ell_{q}$ and more generally $/ / \cdot / / f, q$ are given in [21]. It allows us to derive the following

Theorem 2.3.6. Suppose that $A$ is an $m \times N$ matrix whose entries are i.i.d. copies of $a$ pregaussian random variable with an even probability density function $f$. Then for any given $0<q \leq 1$, the tail probability for the largest $q$-singular value

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(q)}(A) \leq C_{q}^{\frac{1}{q}}(1+\varepsilon)^{\frac{1}{q}} m^{\frac{1}{q}}\right) \tag{2.36}
\end{equation*}
$$

exponentially decays for any $\varepsilon>0$, provided that $m \gg N^{1+\frac{q}{2}}$.
Proof. By Lemma 2.2 in [21], there exists a finite set $\mathcal{U}_{q} \subseteq \mathcal{S}_{q}$, in which $\mathcal{S}_{q}$ is the unit ball in $\mathbb{R}^{N}$ in $\ell_{q}$-norm such that

$$
\begin{equation*}
\min _{u \in \mathcal{U}_{q}}\|x-u\|_{q}^{q} \leq \varepsilon \tag{2.37}
\end{equation*}
$$

for all $x \in \mathcal{S}_{q}$ and

$$
\begin{equation*}
\operatorname{card}\left(\mathcal{U}_{q}\right) \leq\left(1+\frac{2}{\varepsilon}\right)^{\frac{N}{q}} \tag{2.38}
\end{equation*}
$$

Then for any $x \in \mathcal{S}_{q}$ there is some $u_{0} \in \mathcal{U}_{q}$, such that $\left|x-u_{0}\right| \leq \varepsilon$. Therefore

$$
\begin{equation*}
\left(s_{1}^{(q)}(A)\right)^{q}=\sup _{x \in \mathcal{S}_{q}}\|A x\|_{q}^{q} \leq \sup _{u \in \mathcal{U}_{q}}\|A u\|_{q}^{q}+\varepsilon^{q}\left(s_{1, q}(A)\right)^{q} \tag{2.39}
\end{equation*}
$$

which yields

$$
\begin{equation*}
s_{1}^{q}(A) \leq\left(1-\varepsilon^{q}\right)^{-\frac{1}{q}} \sup _{u \in \mathcal{U}_{q}}\|A u\|_{q} \tag{2.40}
\end{equation*}
$$

Therefore by (2.38), Lemma 2.3.5, and the union probability,

$$
\begin{align*}
\mathbb{P}\left(s_{1}^{(q)}(A) \geq C_{q}^{\frac{1}{q}}\left(\frac{1+\varepsilon}{1-\varepsilon^{q}}\right)^{\frac{1}{q}} m^{\frac{1}{q}}\right) & \leq \mathbb{P}\left(\sup _{u \in \mathcal{U}_{q}}\|A u\|_{q} \geq C_{q}^{\frac{1}{q}}(1+\varepsilon)^{\frac{1}{q}} m^{\frac{1}{q}}\right) \\
& \leq \sum_{u \in \mathcal{U}_{q}} \mathbb{P}\left(\|A u\|_{q} \geq C_{q}^{\frac{1}{q}}(1+\varepsilon)^{\frac{1}{q}} m^{\frac{1}{q}}\right)  \tag{2.41}\\
& \leq\left(1+\frac{2}{\varepsilon}\right)^{\frac{N}{q}} \cdot 2 e^{-\kappa m N^{-\frac{q}{2} \varepsilon^{2}}}
\end{align*}
$$

But $\left(1+\frac{2}{\varepsilon}\right)^{\frac{N}{q}} \leq e^{\frac{2 N}{q \varepsilon}}$, thus

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(q)}(A) \geq C_{q}^{\frac{1}{q}}\left(\frac{1+\varepsilon}{1-\varepsilon^{q}}\right)^{\frac{1}{q}} m^{\frac{1}{q}}\right) \leq 2 \exp \left(-\kappa m N^{-\frac{q}{2}} \varepsilon^{2}+\frac{2 N}{q \varepsilon}\right) \tag{2.42}
\end{equation*}
$$

Thus if $m \gg N^{1+\frac{q}{2}}$ then

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(q)}(A) \geq C_{q}^{\frac{1}{q}}\left(\frac{1+\varepsilon}{1-\varepsilon^{q}}\right)^{\frac{1}{q}} m^{\frac{1}{q}}\right)=\mathbb{P}\left(s_{1, q}(A) \geq C_{q}^{\frac{1}{q}}\left(1+\varepsilon_{0}\right) m^{\frac{1}{q}}\right) \tag{2.43}
\end{equation*}
$$

for $\varepsilon_{0}>0$ exponentially decays.

Remark 2.3.7. In [21] it is shown that for $0<q \leq \frac{1}{3}$,

$$
\begin{equation*}
\mathbb{P}\left(\frac{\|A x\|_{q}}{\| x / / f, q} \geq(1+\varepsilon)^{\frac{1}{q}} m^{\frac{1}{q}}\right) \leq 2 e^{-\kappa m \varepsilon^{2}}, \tag{2.44}
\end{equation*}
$$

by the same method of using the finite covering of the unit ball of $\ell_{q}$, we have

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(q)}(A) \leq C_{q}^{\frac{1}{q}}(1+\varepsilon)^{\frac{1}{q}} m^{\frac{1}{q}}\right) \leq 2 e^{-c m \varepsilon^{2}} \tag{2.45}
\end{equation*}
$$

for some $c>0$ dependent of $f$ and $q$ for $0<q \leq \frac{1}{3}$.

### 2.3.3 Estimate on the Upper Tail Probability of the Largest $q$-Singular Value in General

To obtain estimates on the upper tail probability of the largest $q$-singular value for general $0<q \leq 1$, let us start with the random matrices which are Bernoulli ensemble.

Theorem 2.3.8 ( $q$-singular value of Bernoulli ensemble). Let $\xi$ be the Bernoulli random variable normalized to have mean 0 and variance 1 , and $A$ be an $m \times N$ matrix with i.i.d. copies of $\xi$ in its entries, then $s_{1}^{(q)}(A)=m^{\frac{1}{q}}$ for all $0<q \leq 1$.

Proof. That is because we know from Lemma 2.3.1 that $s_{1}^{(q)}(A)=\max _{j}\left\|a_{j}\right\|_{q}$ for $0<q \leq 1$ and we have $\left\|a_{j}\right\|_{q}=m^{\frac{1}{q}}$ for all $j$ since every entry of $A$ is Bernoulli with mean 0 and variance 1 .

More generally, for pregaussian random variables, we need to consider the distribution or the probability properties of $\left(\sum_{i=1}^{m}\left|a_{i j}\right|^{q}\right)^{\frac{1}{q}}$ when $a_{i j}$ are i.i.d. copies of a pregaussian random variable. The following theorem on $q=1$ follows from the Bernstein inequality and the estimate of the probability of pregaussian random variables on the domain outside of the $m$-dimensional cross polytopes, which are also the balls in the $\ell_{1}$-norm on $\mathbb{R}^{m}$.

Theorem 2.3.9 (Upper tail probability of the largest 1-singular value). Let $\xi$ be a pregaussian random variable normalized to have variance 1 and $A$ be an $m \times m$ matrix with i.i.d. copies of $\xi$ in its entries, then

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(1)}(A) \geq C m\right) \leq \exp \left(-C^{\prime} m\right) \tag{2.46}
\end{equation*}
$$

for some $C, C^{\prime}>0$ only dependent on the pregaussian random variable $\xi$.
Proof. Since $a_{i j}$ are i.i.d. copies of the pregaussian random variable $\xi$, then $\mathbb{E} a_{i j}=0$ and there exists some $\lambda>0$, such that $\mathbb{E}\left|a_{i j}\right|^{k} \leq k!\lambda^{k}$ for all $k$. Since $a_{i j}$ has variance 1 , then $\mathbb{E} a_{i j}^{2}=1$. Therefore

$$
\begin{equation*}
\mathbb{E}\left|a_{i j}^{k}\right| \leq \frac{\mathbb{E} a_{i j}^{2}}{2} H^{k-2} k! \tag{2.47}
\end{equation*}
$$

for $H:=2 \lambda^{3}$ and all $k \geq 2$. By the Bernstein inequality, we know

$$
\begin{equation*}
\mathbb{P}\left(\left|\sum_{i=1}^{n} a_{i j}\right| \geq t\right) \leq 2 \exp \left(-\frac{t^{2}}{2(m+t H)}\right)=2 \exp \left(-\frac{t^{2}}{2\left(m+2 t \lambda^{3}\right)}\right) \tag{2.48}
\end{equation*}
$$

for all $t>0$. In particular, when $t=C m$,

$$
\begin{equation*}
\mathbb{P}\left(\sum_{j=1}^{n} a_{i j} \geq C m\right) \leq 2 \exp \left(-\frac{C^{2} m}{4 C \lambda^{3}+2}\right) \tag{2.49}
\end{equation*}
$$

in which a condition on $C$ will be determined later.
On the other hand, by Lemma 2.3.1,

$$
\begin{equation*}
s_{1}^{(1)}(A)=\max _{j}\left\|a_{j}\right\|_{1}=\sum_{i=1}^{m}\left|a_{i j_{0}}\right| \tag{2.50}
\end{equation*}
$$

for some $j_{0}$. Furthermore, for any $t>0$, by the probability of the union,

$$
\begin{equation*}
\mathbb{P}\left(\sum_{i=1}^{m}\left|a_{i j_{0}}\right| \geq t\right) \leq \sum_{\left(\epsilon_{1}, \cdots, \epsilon_{m}\right) \in\{-1,1\}^{m}} \mathbb{P}\left(\sum_{i=1}^{m} \epsilon_{i} a_{i j_{0}} \geq t\right) \tag{2.51}
\end{equation*}
$$

But $-a_{i j_{0}}$ has the same pregaussian properties as $a_{i j_{0}}$, precisely, $\mathbb{E}\left(-a_{i j_{0}}\right)=0, \mathbb{E}\left|-a_{i j_{0}}\right|^{k} \leq$ $k!\lambda^{k}$. Thus we have

$$
\begin{align*}
\mathbb{P}\left(s_{1}^{(1)}(A) \geq C m\right) & \leq m \mathbb{P}\left(\sum_{i=1}^{m}\left|a_{i j_{0}}\right| \geq C m\right) \\
& \leq 2^{m-1} m \mathbb{P}\left(\left|\sum_{j=1}^{n} a_{i j_{0}}\right| \geq C m\right)  \tag{2.52}\\
& \leq 2^{m} \exp \left(-\frac{C^{2} m}{4 C \lambda^{3}+2}+\ln m\right) \\
& =\exp \left(-\left(\frac{C^{2}}{4 C \lambda^{3}+2}-\ln 2 e\right) m\right) .
\end{align*}
$$

To have an exponential decay for the probability $\mathbb{P}\left(s_{1}^{(1)}(A) \geq C m\right)$, we require that $\frac{C^{2}}{4 C \lambda^{3}+2}-$ $\ln 2 e>0$, for which

$$
\begin{equation*}
C>2 \lambda^{3} \ln 2 e+\sqrt{4(\ln 2 e)^{2} \lambda^{6}+2 \ln 2 e} \tag{2.53}
\end{equation*}
$$

Finally, choosing $C^{\prime}=\frac{C^{2}}{4 C \lambda^{3}+2}-\ln 2 e$, we get (2.46).
The previous theorem allows us to estimate the largest $q$-singular value for $0<q<1$.
Theorem 2.3.10 (Upper tail probability of the largest $q$-singular value, $0<q<1$ ). Let $\xi$ be a pregaussian random variable normalized to have variance 1 and $A$ be an $m \times m$ matrix with i.i.d. copies of $\xi$ in its entries, then for any $0<q<1$,

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(q)}(A) \geq C m^{\frac{1}{q}}\right) \leq \exp \left(-C^{\prime} m\right) \tag{2.54}
\end{equation*}
$$

for some $C, C^{\prime}>0$ only dependent on the pregaussian random variable $\xi$.
Proof. By the discrete Hölder inequality,

$$
\begin{equation*}
\left\|a_{j}\right\|_{q}^{q}=\sum_{i=1}^{m}\left|a_{i j}\right|^{q} \leq m^{1-q}\left(\sum_{i=1}^{m}\left|a_{i j}\right|\right)^{q}=m^{1-q}\left\|a_{j}\right\|_{1}^{q} \tag{2.55}
\end{equation*}
$$

for any $0<q<1$, which implies $\left\|a_{j}\right\|_{q} \leq m^{\frac{1}{q}-1}\left\|a_{j}\right\|_{1}$. It follows that

$$
\begin{equation*}
s_{1}^{(q)}(A)=\max _{j}\left\|a_{j}\right\|_{q} \leq m^{\frac{1}{q}-1} \max _{j}\left\|a_{j}\right\|_{1}=m^{\frac{1}{q}-1} s_{1}^{(1)}(A) \tag{2.56}
\end{equation*}
$$

From (2.46), we have

$$
\begin{align*}
\mathbb{P}\left(s_{1}^{(q)}(A) \geq C m^{\frac{1}{q}}\right) & \leq \mathbb{P}\left(m^{\frac{1}{q}-1} s_{1}^{(1)}(A) \geq C m^{\frac{1}{q}}\right) \\
& =\mathbb{P}\left(s_{1}^{(1)}(A) \geq C m\right)  \tag{2.57}\\
& \leq \exp \left(-C^{\prime} m\right)
\end{align*}
$$

for some $C, C^{\prime}>0$.

### 2.3.4 The Lower Tail Probability of the $q$-Singular Value

For the lower tail probability of $s_{1}^{(q)}(A)$, we know about it for the Bernoulli ensemble from Theorem 2.3.8, and can derive the exponential decay for

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(q)}(A) \leq C_{q}^{\frac{1}{q}}(1-\varepsilon)^{\frac{1}{q}} m^{\frac{1}{q}}\right) \tag{2.58}
\end{equation*}
$$

for random matrices whose entries are independent and identically-distributed copies of a pregaussian random variable for any $\varepsilon>0$ and $0<q<\frac{1}{3}$ by using finite covering of the unit sphere in $\ell_{q}$ and moreover the decay for $0<q<1$ under some conditions analogue to the ones Theorem 2.3.6 that we imposed. But to attain a lower tail probability similar to Theorem 2.3.9 for all $0<q<1$, the method we used in the proof of Theorem 2.3.9 becomes somewhat infeasible. However, we can still give similar estimates on the lower tail probability with some different techniques.

Lemma 2.3.11 (Linear bound for partial binomial expansion with even integer power). For every positive integer $n$,

$$
\begin{equation*}
\sum_{k=n+1}^{2 n}\binom{2 n}{k} x^{k}(1-x)^{2 n-k} \leq 8 x \tag{2.59}
\end{equation*}
$$

for all $x \in[0,1]$.
Proof. For every $x \in\left[\frac{1}{8}, 1\right]$, we have

$$
\begin{equation*}
\sum_{k=n+1}^{2 n}\binom{2 n}{k} x^{k}(1-x)^{2 n-k} \leq \sum_{k=0}^{2 n}\binom{2 n}{k} x^{k}(1-x)^{2 n-k}=1 \leq 8 x \tag{2.60}
\end{equation*}
$$

But for $x \in\left[0, \frac{1}{8}\right]$, let

$$
\begin{equation*}
f(x):=\sum_{k=n+1}^{2 n}\binom{2 n}{k} x^{k}(1-x)^{2 n-k} \tag{2.61}
\end{equation*}
$$

then

$$
\begin{equation*}
f(x)+f(1-x)+\binom{2 n}{k} x^{n}(1-x)^{n}=1 \tag{2.62}
\end{equation*}
$$

and in particular,

$$
\begin{equation*}
f\left(\frac{1}{2}\right)=\frac{1}{2^{2 n}} \sum_{k=n+1}^{2 n}\binom{2 n}{k} \tag{2.63}
\end{equation*}
$$

By De Moivre-Stirling's formula (see e.g. [18]) and furthermore the estimate in [42],

$$
\begin{equation*}
n!=\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} e^{\lambda_{n}} \tag{2.64}
\end{equation*}
$$

in which $\frac{1}{12 n+1}<\lambda_{n}<\frac{1}{12 n}$. Therefore,

$$
\begin{align*}
\binom{2 n}{n} & =\frac{\sqrt{2 \pi \cdot 2 n}\left(\frac{2 n}{e}\right)^{2 n} e^{\lambda_{2 n}}}{\left(\sqrt{2 \pi n}\left(\frac{n}{e}\right)^{n} e^{\lambda_{n}}\right)^{2}} \\
& =\frac{4^{n}}{\sqrt{\pi n}} e^{\lambda_{2 n}-2 \lambda_{n}}  \tag{2.65}\\
& \leq \frac{4^{n}}{\sqrt{\pi n}} e^{\frac{1-36 n}{24 n(12 n+1)}} \\
& \leq \frac{4^{n}}{\sqrt{\pi n}} .
\end{align*}
$$

Since $\binom{2 n}{k} \leq\binom{ 2 n}{n}$ for $n+1 \leq k \leq 2 n$, then

$$
\begin{equation*}
f(x) \leq \sum_{k=n+1}^{2 n}\binom{2 n}{n} x^{k}(1-x)^{2 n-k} \leq \sum_{k=n+1}^{2 n}\binom{2 n}{n} x^{k} \leq n\binom{2 n}{n} x^{n+1} \tag{2.66}
\end{equation*}
$$

for all $x \in[0,1]$. Using (2.65), we then have

$$
\begin{equation*}
f(x) \leq 4^{n} \sqrt{\frac{n}{\pi}} x^{n+1} \tag{2.67}
\end{equation*}
$$

Now let $g(x):=4^{n} \sqrt{\frac{n}{\pi}} x^{n}$, then

$$
\begin{equation*}
\ln (g(x))=n \ln (4 x)+\frac{1}{2} \ln \left(\frac{n}{\pi}\right) . \tag{2.68}
\end{equation*}
$$

Thus if $x \in\left[0, \frac{1}{8}\right]$,

$$
\begin{align*}
\ln (g(x)) & \leq \frac{1}{2} \ln n-n \ln 2-\frac{1}{2} \ln \pi \\
& \leq \frac{1}{2} n-n \ln 2  \tag{2.69}\\
& \leq 0 .
\end{align*}
$$

Hence, we obtain

$$
\begin{equation*}
f(x) \leq x g(x) \leq x \leq 8 x \tag{2.70}
\end{equation*}
$$

for all $x \in\left[0, \frac{1}{8}\right]$.
Remark 2.3.12. The coefficient in the linear bound can be definitely improved, because one can give sharper estimates for (2.69) on an interval with the right endpoint larger than $\frac{1}{8}$ and thus the coefficient in the linear bound will be less than 8 . But for our purpose of using it to estimate the probabilities later, the linear bound obtained will be sufficient.

Considering odd integers together, we have in general

Lemma 2.3.13 (Linear bound for partial binomial expansion). For every positive integer $n$,

$$
\begin{equation*}
\sum_{k=\left\lfloor\frac{n}{2}\right\rfloor+1}^{n}\binom{n}{k} x^{k}(1-x)^{n-k} \leq 8 x \tag{2.71}
\end{equation*}
$$

for all $x \in[0,1]$.

To prove this lemma, we can modify the proof of Lemma 2.3.11.

Proof. It suffices to show that for every positive integer $n$,

$$
\begin{equation*}
\sum_{k=n+1}^{2 n+1}\binom{2 n+1}{k} x^{k}(1-x)^{2 n-k+1} \leq 8 x \tag{2.72}
\end{equation*}
$$

for all $x \in[0,1]$.
Same as (2.60),

$$
\begin{equation*}
\sum_{k=n+1}^{2 n+1}\binom{2 n+1}{k} x^{k}(1-x)^{2 n-k+1} \leq 1 \leq 8 x \tag{2.73}
\end{equation*}
$$

for all $x \in\left[\frac{1}{8}, 1\right]$.
Let $f_{1}(x):=\sum_{k=n+1}^{2 n+1}\binom{2 n+1}{k} x^{k}(1-x)^{2 n-k+1}$, then

$$
\begin{equation*}
f_{1}(x) \leq n\binom{2 n+1}{n+1} x^{n+1} \leq n\binom{2 n+2}{n+1} x^{n+1} \tag{2.74}
\end{equation*}
$$

for $x \in[0,1]$, similar to (2.66). Taking advantage of (2.65), we have

$$
\begin{equation*}
\binom{2 n+2}{n+1} \leq \frac{4^{n+1}}{\sqrt{\pi(n+1)}} \tag{2.75}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
f_{1}(x) \leq \frac{4^{n+1} n}{\sqrt{\pi(n+1)}} x^{n+1} \tag{2.76}
\end{equation*}
$$

Let $g_{1}(x):=\frac{4^{n+1} n}{\sqrt{\pi(n+1)}} x^{n}$, then

$$
\begin{align*}
\ln \left(g_{1}(x)\right) & =(n+1) \ln 4+n \ln x+\ln n-\frac{1}{2} \ln (n+1)-\frac{1}{2} \ln \pi \\
& \leq n \ln (4 x)+\frac{1}{2} \ln (n+1)+\ln 4-\frac{1}{2} \ln \pi  \tag{2.77}\\
& \leq n \ln (4 x)+\frac{1}{2} n+\ln 4-\frac{1}{2} \ln \pi
\end{align*}
$$

Thus if $x \in\left[0, \frac{1}{8}\right]$,

$$
\begin{align*}
\ln \left(g_{1}(x)\right) & \leq \frac{1}{2} n-n \ln 2+\ln 4-\frac{1}{2} \ln \pi \\
& \leq \ln 4-\frac{1}{2} \ln \pi  \tag{2.78}\\
& \leq \ln 8
\end{align*}
$$

So

$$
\begin{equation*}
f_{1}(x)=x g_{1}(x) \leq 8 x \tag{2.79}
\end{equation*}
$$

for all $x \in\left[0, \frac{1}{8}\right]$, and that completes the proof.
The above lemma can be applied to estimate probabilities.
Lemma 2.3.14. Suppose $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ are i.i.d copies of a random variable $\xi$, then for any $\varepsilon>0$,

$$
\begin{equation*}
\mathbb{P}\left(\sum_{i=1}^{n}\left|\xi_{i}\right| \leq \frac{n \varepsilon}{2}\right) \leq 8 \mathbb{P}(|\xi| \leq \varepsilon) \tag{2.80}
\end{equation*}
$$

Proof. First, we have the relation on the probability events that

$$
\begin{equation*}
\left\{\left(\xi_{1}, \cdots \xi_{n}\right): \sum_{i=1}^{n}\left|\xi_{i}\right| \leq \frac{n \varepsilon}{2}\right\} \tag{2.81}
\end{equation*}
$$

is contained in

$$
\begin{equation*}
\bigcup_{k=\left\lfloor\frac{n}{2}\right\rfloor+1}^{n}\left\{\left(\xi_{1}, \cdots \xi_{n}\right):\left|\xi_{i_{1}}\right| \leq \varepsilon, \cdots\left|\xi_{i_{k}}\right| \leq \varepsilon,\left|\xi_{i_{k+1}}\right|>\varepsilon, \cdots\left|\xi_{i_{n}}\right|>\varepsilon\right\}:=\mathcal{E} \tag{2.82}
\end{equation*}
$$

where $\left\{i_{1}, i_{2}, \cdots, i_{k}\right\}$ is a subset of $\{1,2 \cdots, n\}$ and $\left\{i_{k+1}, \cdots, i_{n}\right\}$ is its complement.
Let $x=\mathbb{P}\left(\left|\xi_{1}\right| \leq \varepsilon\right)$, then by the union probability,

$$
\begin{equation*}
\mathbb{P}(\mathcal{E})=\sum_{k=\left\lfloor\frac{n}{2}\right\rfloor+1}^{n}\binom{n}{k} x^{k}(1-x)^{n-k} \tag{2.83}
\end{equation*}
$$

and applying Lemma 2.3.13, we have

$$
\begin{equation*}
\mathbb{P}(\mathcal{E}) \leq 8 x=8 \mathbb{P}\left(\left|\xi_{1}\right| \leq \varepsilon\right) \tag{2.84}
\end{equation*}
$$

Since the event (2.81) is contained in the event (2.82),

$$
\begin{equation*}
\mathbb{P}\left(\sum_{i=1}^{n}\left|\xi_{i}\right| \leq \frac{n \varepsilon}{2}\right) \leq \mathbb{P}(\mathcal{E}) \leq 8 \mathbb{P}\left(\left|\xi_{1}\right| \leq \varepsilon\right) \tag{2.85}
\end{equation*}
$$

Now we are ready to give a lower tail probability for the 1 -singular values.

Theorem 2.3.15 (Lower tail probability of the largest 1-singular value). Let $\xi$ be a pregaussian random variable normalized to have variance 1 and $A$ be an $m \times N$ matrix with i.i.d. copies of $\xi$ in its entries, then for any $\varepsilon>0$, there exists $K>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(1)}(A) \leq K m\right) \leq \varepsilon \tag{2.86}
\end{equation*}
$$

in which $K$ only depends on $\varepsilon$ and the pregaussian random variable $\xi$.

Proof. Since $a_{i j}$ is pregaussian with variance 1 , then for any $\varepsilon>0$, there is some $\delta>0$, such that

$$
\begin{equation*}
\mathbb{P}\left(\left|a_{i j}\right| \leq \delta\right) \leq \frac{\varepsilon}{8} \tag{2.87}
\end{equation*}
$$

But we know

$$
\begin{equation*}
s_{1}^{(1)}(A)=\sum_{i=1}^{m}\left|a_{i j_{0}}\right| \tag{2.88}
\end{equation*}
$$

for some $j_{0}$. Therefore, by Lemma 2.3.14,

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(1)}(A) \leq \frac{\delta}{2} \cdot m\right)=\mathbb{P}\left(\sum_{i=1}^{m}\left|a_{i j_{0}}\right| \leq \frac{m \delta}{2}\right) \leq 8 \mathbb{P}\left(\left|a_{i j}\right| \leq \delta\right) \leq \varepsilon \tag{2.89}
\end{equation*}
$$

Thus letting $K=\frac{\delta}{2}$, we obtain (2.46).
For general $0<q<1$, we have

Theorem 2.3.16 (Lower tail probability of the largest $q$-singular value). Let $\xi$ be a pregaussian random variable normalized to have variance 1 and $A$ be an $m \times N$ matrix with i.i.d. copies of $\xi$ in its entries, then for any $\varepsilon>0$, there exists $K>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(q)}(A) \leq K m^{\frac{1}{q}}\right) \leq \varepsilon \tag{2.90}
\end{equation*}
$$

in which $K$ only depends on $q, \varepsilon$ and the pregaussian random variable $\xi$.

Proof. We can use the same method used in the proof of Theorem 2.3.15. First, for any $\varepsilon>0$, there is some $\delta>0$, such that

$$
\begin{equation*}
\mathbb{P}\left(\left|a_{i j}\right|^{q} \leq \delta\right) \leq \frac{\varepsilon}{8} \tag{2.91}
\end{equation*}
$$

Therefore, By Lemma 2.3.1,

$$
\begin{equation*}
s_{1}^{(q)}(A)=\left(\sum_{i=1}^{m}\left|a_{i j_{0}}\right|^{q}\right)^{\frac{1}{q}} \tag{2.92}
\end{equation*}
$$

for some $j_{0}$. Then by Lemma 2.3.14,

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(q)}(A) \leq\left(\frac{\delta}{2}\right)^{\frac{1}{q}} m^{\frac{1}{q}}\right)=\mathbb{P}\left(\sum_{i=1}^{m}\left|a_{i j_{0}}\right|^{q} \leq \frac{m \delta}{2}\right) \leq 8 \mathbb{P}\left(\left|a_{i j}\right|^{q} \leq \delta\right) \leq \varepsilon . \tag{2.93}
\end{equation*}
$$

Thus let $K=\left(\frac{\delta}{2}\right)^{\frac{1}{q}}$, then (2.90) follows.
Remark 2.3.17. From Theorem 2.3.10 and Theorem 2.3.16, we know that $s_{1}^{(q)}(A) \sim m^{\frac{1}{q}}$ in probability for $m \times m$ pregaussian random matrix $A$.

## Chapter 3

## Probabilistic Estimate on the Smallest $q$-Singular Values of Pregaussian Random Matrices

In this section, we will derive some probability tail bounds for the smallest singular value for pregaussian random matrices in $\ell_{2}$-norm first, and then we'll make some generalizations to the smallest singular value for pregaussian random matrices $\ell_{q}$.

### 3.1 Singular Value of Pregaussian Random Matrices in $\ell_{2}$

As we know, pregaussian random variable is a more general type of random variables than subgaussian random variable. A subgaussian random variable $\xi$ has its moment generating function

$$
\begin{equation*}
\mathbb{E} e^{t \xi}=e^{O\left(t^{2}\right)} \tag{3.1}
\end{equation*}
$$

for all $t \in(-\infty, \infty)$. By relaxing the condition on the domain of $t$, one can define a pregaussian random variable. Specifically, (3.1) holds on a bounded and and centered interval for a pregaussian random variable.

As pointed out by Buldygin and Kozachenko in [10], pregaussian random variable has the following property

Lemma 3.1.1. If $\xi$ is a pregaussian random variable, then for any $p>0, \mathbb{E}|\xi|^{p}<\infty$, and $\mathbb{E} \xi=0$.

Proof. By the definition of pregaussian random variable, $\mathbb{E} e^{t \xi}=e^{O\left(t^{2}\right)}$ for all $t \in[-T, T]$ for some $T>0$, then we have

$$
\begin{equation*}
\mathbb{E} e^{|T \xi|} \leq \mathbb{E} e^{T \xi}+\mathbb{E} e^{-T \xi}=2 e^{O\left(T^{2}\right)}<\infty \tag{3.2}
\end{equation*}
$$

Let $n:=\lfloor p\rfloor+1$. Then applying Hölder's inequality we have

$$
\begin{equation*}
\mathbb{E}|\xi|^{p} \leq\left(\mathbb{E}\left(|\xi|^{p}\right)^{\frac{n}{p}}\right)^{\frac{p}{n}}\left(\mathbb{E} 1^{\frac{n}{n-p}}\right)^{\frac{n-p}{n}}=\left(\mathbb{E}|\xi|^{n}\right)^{\frac{p}{n}} \tag{3.3}
\end{equation*}
$$

But it follows from (3.2) that $\mathbb{E}|\xi|^{n} \leq \frac{n!}{T^{n}} \mathbb{E} e^{|T \xi|}<\infty$. So $\mathbb{E}|\xi|^{p}<\infty$ for any $p>0$.
Let $L=\inf \left\{c>0: \mathbb{E} e^{t \xi} \leq e^{c \lambda^{2}}, t \in[-T, T]\right\}$, then

$$
\begin{equation*}
\mathbb{E} e^{t \xi} \leq e^{L t^{2}} \tag{3.4}
\end{equation*}
$$

for all $t \in[-T, T]$. However, $\left.\frac{d}{d t}\right|_{t=0} \mathbb{E} e^{t \xi}=\mathbb{E} \xi$ gives that

$$
\begin{equation*}
\mathbb{E} e^{t \xi}=1+t \mathbb{E} \xi+o(\lambda) \tag{3.5}
\end{equation*}
$$

for small $\lambda$, and by the Taylor expansion,

$$
\begin{equation*}
e^{L t^{2}}=1+L t^{2}+o\left(t^{2}\right) \tag{3.6}
\end{equation*}
$$

Thus (3.4) implies

$$
\begin{equation*}
t \mathbb{E} \xi+o(t) \leq L t^{2}+o\left(t^{2}\right) \tag{3.7}
\end{equation*}
$$

Dividing (3.7) by $t>0$ and taking $t \rightarrow 0^{+}$, we get $\mathbb{E} \xi=0$.

Thus $\xi$ has mean 0 , and the moment bound condition is satisfied sufficiently for pregaussian random variable $\xi$.

In [59], Tao and Vu proved the following theorem on the universality for the least singular value,

Theorem 3.1.2 (Tao-Vu). Let $\xi$ be $\mathbb{R}$-normalized, and suppose $\mathbb{E}|\xi|^{C_{0}}<\infty$ for some sufficiently large absolute constant $C_{0}$. Then for all $t>0$, we have

$$
\begin{equation*}
\mathbb{P}\left(n \sigma_{n}\left(M_{n}(\xi)\right)^{2} \leq t\right)=\int_{0}^{t} \frac{1+\sqrt{x}}{2 \sqrt{x}} e^{-(x / 2+\sqrt{x})} d x+O\left(n^{-c}\right) \tag{3.8}
\end{equation*}
$$

where $c>0$ is an absolute constant. The implied constants in the $O(\cdot)$ notation depend on $\mathbb{E}|\xi|^{C_{0}}$ but are uniform in $t$.

By Lemma 3.1.1, we know $\mathbb{E}|\xi|^{C_{0}}<\infty$ if $\xi$ is pregausssian. Additionally normalizing $\xi$ to have variance 1 , by the theorem of the distribution of smallest singular values, we have the following

Corollary 3.1.3. Let $\xi$ be pregaussian random variable with variance 1 and $M_{n}(\xi)$ be $n \times n$ matrix whose entries are i.i.d. copies of $\xi$. Then

$$
\begin{equation*}
\mathbb{P}\left(s_{n}\left(M_{n}(\xi)\right)>\frac{t}{\sqrt{n}}\right)=e^{-t^{2} / 2-t}+O\left(n^{-c}\right) \tag{3.9}
\end{equation*}
$$

for all $t>0$ and some absolute constant $c>0$.

### 3.2 The $q$-Singular Values of an $m \times n$ Matrix

Now let's consider in general the $k$-th $q$-singular value first. The $k$-th $q$-singular value is defined in [49] as

Definition 3.2.1. The $k$-th $q$-singular value of an $m \times n$ matrix $A$,

$$
\begin{equation*}
s_{k}^{(q)}(A):=\inf \left\{\sup \left\{\frac{\|A x\|_{q}}{\|x\|_{q}}: x \in V \backslash\{0\}\right\}: V \subseteq \mathbb{R}^{n}, \operatorname{dim}(V) \geq n-k+1\right\} \tag{3.10}
\end{equation*}
$$

Remark 3.2.2. Since the norm of $A$ restricted on a subspace is less or equal to the norm of $A$ restricted on another subspace which contains the first subspace,

$$
\begin{equation*}
s_{k}^{(q)}(A)=\inf _{V \subseteq \mathbb{R}^{n}, \operatorname{dim}(V)=n-k+1} \sup _{x \in V,\|x\|_{q}=1}\|A x\|_{q} \tag{3.11}
\end{equation*}
$$

Also, it is easy to see that

$$
\begin{equation*}
s_{1}^{(q)}(A) \geq s_{2}^{(q)}(A) \geq \cdots \geq s_{\min (m, n)}^{(q)}(A) \geq 0 \tag{3.12}
\end{equation*}
$$

The two extremal $q$-singular values, $s_{1, q}$ and $s_{\min (m, n), q}$ are of special interest in various studies, for which the largest $q$-singular value has been discussed earlier and the smallest $q$-singular value will be studied in the following sections.

If $m \geq n$, then the $n$-th $q$-singular value is the smallest $q$-singular value, which can also be expressed in another way.

Lemma 3.2.3. Let $A$ be a $m \times n$ matrix with $m \geq n$, then the smallest $q$-singular value

$$
\begin{equation*}
s_{n}^{(q)}(A)=\inf \left\{\frac{\|A x\|_{q}}{\|x\|_{q}}: x \in \mathbb{R}^{n} \text { with } x \neq 0\right\} \tag{3.13}
\end{equation*}
$$

Proof. By the definition

$$
\begin{align*}
s_{n}^{(q)}(A) & =\inf \left\{\sup \left\{\frac{\|A x\|_{q}}{\|x\|_{q}}: x \in V \backslash\{0\}\right\}: V \subseteq \mathbb{R}^{n}, \operatorname{dim}(V) \geq 1\right\} \\
& \leq \inf \left\{\sup \left\{\frac{\|A v\|_{q}}{\|v\|_{q}}: v \in V \backslash\{0\}\right\}: V=\operatorname{span}(x): x \in \mathbb{R}^{n} \backslash\{0\}\right\}  \tag{3.14}\\
& =\inf \left\{\frac{\|A x\|_{q}}{\|x\|_{q}}: x \in \mathbb{R}^{n} \text { with } x \neq 0\right\} .
\end{align*}
$$

We also know the infimum can be achieved by considering the unit $\ell_{q}$-sphere in the finite dimensional space, and so the claim follows.

Remark 3.2.4. In particular, if $A$ is an $n \times n$ invertible matrix, then

$$
\begin{align*}
s_{n}^{(q)}(A) & =\inf \left\{\frac{\|A x\|_{q}}{\|x\|_{q}}: x \in \mathbb{R}^{n} \text { with } x \neq 0\right\} \\
& =\frac{1}{\sup \left\{\frac{\left\|A^{-1} x\right\|_{q}}{\|x\|_{q}}: x \in \mathbb{R}^{n} \text { with } x \neq 0\right\}}  \tag{3.15}\\
& =\frac{1}{s_{1}^{(q)}\left(A^{-1}\right)} .
\end{align*}
$$

In compressed sensing, we usually have a matrix with dimension $m \times N, m \ll N$, in the underdetermined system. So let us make a remark on the singular value of a $m \times n$ matrix when $m<n$.

Remark 3.2.5. If $m<n$, in some literature, for instance [49], it is put that $k$ runs from 1 through $n$. In fact, in this case, by the definition of $k$-th $q$-singular value we know that $s_{k, 2}=0$ for $k=m+1, \cdots, n$ because there are $n-m$ linearly independent vectors in the null space of the $m \times n$ matrix with $m<n$, which can span an $n-k+1$-dimensional subspace of $\mathbb{R}^{n}$ for $k=m+1, \cdots, n$. On the other hand, the diagonal matrix in the singular value decomposition of an $m<n$ matrix with $m<n$ in $\ell_{2}$ does not have the diagonal entries $s_{k, 2}$, $k=m+1, \cdots, n$, so here we assume that the smallest $q$-singular value is the $m$-th $q$-th singular value but not the $n$-th $q$-th singular value for the case $m<n$.

There are some properties on the smallest singular value $s_{\min (m, n), q}$, which are given in the following lemmas.

Lemma 3.2.6 (Full rank). An $m \times n$ matrix $A$ has full rank, if and only if $s_{\min (m, n)}^{(q)}(A)>0$. Proof. If $m \geq n$, by Lemma 3.2.3, we have

$$
\begin{align*}
s_{\min (m, n)}^{(q)}(A) & =s_{n}^{(q)}(A) \\
& =\inf \left\{\frac{\|A x\|_{q}}{\|x\|_{q}}: x \in \mathbb{R}^{n} \text { with } x \neq 0\right\}  \tag{3.16}\\
& =\inf \left\{\|A x\|_{q}:\|x\|_{q}=1\right\}
\end{align*}
$$

But $\mathcal{S}_{q}:=\left\{x \in \mathbb{R}^{n}:\|x\|_{q}=1\right\}$ is compact and the map $x \rightarrow\|A x\|_{q}$ is continuous, then $\|A x\|_{q}$ achieves its minimum at some $x_{0} \in \mathcal{S}_{q}$. Thus

$$
\begin{equation*}
s_{\min (m, n)}^{(q)}(A)=\left\|A x_{0}\right\|_{q}>0 \tag{3.17}
\end{equation*}
$$

because $A$ has rank $n$ in this case.
If $m<n$, then the null space of $A$, denoted as $\mathcal{N}$, has dimension $n-m$ since $A$ has rank $m$ in this case. Therefore for any $V \subseteq \mathbb{R}^{n}$ with $\operatorname{dim}(V) \geq n-m+1$, we have

$$
\begin{equation*}
\operatorname{dim}\left(\mathcal{N}^{\perp}\right)+\operatorname{dim}(V) \geq(n-(n-m))+(n-m+1)=n+1>\operatorname{dim}\left(\mathbb{R}^{n}\right) \tag{3.18}
\end{equation*}
$$

By the inclusion-exclusion principle, we know that there a vector $x_{V} \in V$ with $\left\|x_{V}\right\|_{q}=1$ such that $x_{V} \in \mathcal{N}^{\perp} \cap V \cap \mathcal{S}_{q}$ and so $\left\|A x_{V}\right\|_{q}>0$. Hence by the definition of the $m$-th singular value,

$$
\begin{align*}
s_{\min (m, n)}^{(q)}(A) & =s_{m}^{(q)}(A) \\
& \geq \inf \left\{\left\|A x_{V}\right\|_{q}: V \subseteq \mathbb{R}^{n}, \operatorname{dim}(V) \geq n-m+1\right\}  \tag{3.19}\\
& \geq \inf \left\{\|A x\|_{q}: x \in \mathcal{N}^{\perp} \cap \mathcal{S}_{q}\right\} \\
& >0
\end{align*}
$$

since $\mathcal{N}^{\perp} \cap \mathcal{S}_{q}$ is compact.
For the converse, assume that the $m \times n$ matrix $A$ has rank not larger than min $(m, n)-1$, then the null space $\mathcal{N}$ has dimension not less than $n-\min (m, n)+1$. Hence

$$
\begin{equation*}
\sup \left\{\frac{\|A x\|_{q}}{\|x\|_{q}}: x \in V \backslash\{0\}\right\}=0 \tag{3.20}
\end{equation*}
$$

and $\operatorname{dim}(V) \geq n-\min (m, n)+1$ when $V$ is the null space. Thus by the definition $s_{\min (m, n)}^{(q)}(A)=0$. So if $s_{\min (m, n)}^{(q)}(A)>0$ then $A$ has full rank.

Furthermore, in matrix approximation theory, the singular values of a matrix are related to the matrices of a certain rank closest to it.

Theorem 3.2.7 (Schmidt-Mirsky, [2]). Let $s_{k}^{(2)}(A)$ be the $k$-th singular value of an $m \times N$ matrix $A$ in $\ell_{2}$. Then

$$
\begin{equation*}
\min _{\operatorname{rank}(B)=k}\|A-B\|_{2}=s_{k+1}^{(2)}(A) . \tag{3.21}
\end{equation*}
$$

We have shown that $\max _{j}\left\|a_{j}\right\|_{q} \leq s_{1}^{(q)}(A) \leq n^{\frac{q-1}{q}} \max _{j}\left\|a_{j}\right\|_{q}$ in Lemma 2.3.1 for the largest $q$-singular value for an $m \times n$ matrix $A$. Nevertheless, the smallest $q$-singular value does not rely much on a single column or row of the matrix, though we have the very rudimentary estimate $s_{\min (m, n)}^{(q)}(A) \leq \min _{j}\left\|a_{j}\right\|_{q}$ since one can just choose $x$ to be the basis vectors of $\mathbb{R}^{N}$ such that $\|A x\|_{q}=\min _{j}\left\|a_{j}\right\|_{q}$ and then choose the subspace in $\mathbb{R}^{n}$ spanned by $x$ and other $m-n$ linearly independent null vectors if $m \leq n$.

Analogue to Lemma 2.3.3, for the smallest $q$-singular value, we have
Lemma 3.2.8. For any $q \geq 1$ and $n \times n$ matrix $A$,

$$
\begin{equation*}
s_{n}^{(p)}(A)=s_{n}^{(q)}\left(A^{T}\right) \tag{3.22}
\end{equation*}
$$

in which $\frac{1}{p}+\frac{1}{q}=1$.
Proof. We consider the following two cases.
One case is $s_{n}^{(p)}(A)=0$. By Lemma 3.2.6, we know that $A$ is not full rank, and then so does $A^{T}$. Applying Lemma 3.2.6 again, $s_{n}^{(q)}\left(A^{T}\right)=0$.

The other case is $s_{n}^{(p)}(A)>0$, then $A$ is invertible, by Remark 3.2.4 and Lemma 2.3.3, we know the claim holds.

An immediate corollary of this lemma for rectangular matrices is
Corollary 3.2.9. For any $q \geq 1$ and $m \times n$ matrix $A$ which has $n-m$ columns if $m \leq n$ or $m-n$ rows if $m \geq n$ are zeroes,

$$
\begin{equation*}
s_{\min (m, n)}^{(p)}(A)=s_{\min (m, n)}^{(q)}\left(A^{T}\right) \tag{3.23}
\end{equation*}
$$

in which $\frac{1}{p}+\frac{1}{q}=1$.

Proof. The claim will follow from the lemma, by using the natural embedding of $\mathbb{R}^{\min (m, n)}$ into $\mathbb{R}^{\max (m, n)}$ and the natural projection from $\mathbb{R}^{\max (m, n)}$ onto $\mathbb{R}^{\min (m, n)}$.

Indeed, without loss of generality, we assume that $m \leq n$ and the last min $(m, n)=m$ columns are zeroes. Let $A_{1}$ be the submatrix of $A$ formed by the first $m$ columns. Because of the compactness of the sphere of unit $\ell_{p}$-norm and Lemma 3.2.8, there are some $x \in \mathbb{R}^{m}$ with $\left\|x_{0}\right\|_{p}=1$ and $y \in \mathbb{R}^{m}$ with $\left\|y_{0}\right\|_{p}=1$ such that

$$
\begin{equation*}
\left\|A_{1} x_{0}\right\|_{p}=\inf _{x \in \mathbb{R}^{m},\|x\|_{p}=1}\left\|A_{1} x\right\|_{p}=\inf _{y \in \mathbb{R}^{m},\|y\|_{q}=1}\left\|A_{1}^{T} y\right\|_{q}=\left\|A_{1}^{T} y_{0}\right\|_{q} . \tag{3.24}
\end{equation*}
$$

Now let $\tilde{x_{0}} \in \mathbb{R}^{n}$ be the extended vector whose first $m$ components are those of $x$ and other components are zeroes, and $\mathbb{R}^{m}$ be the subspace of $\mathbb{R}^{n}$ consists of the vectors whose first $m$ components are zeroes, and take $V_{0}:=\operatorname{span}\left(\tilde{x_{0}}\right) \oplus \tilde{\mathbb{R}^{m}}$. Since for any $\zeta \in \tilde{\mathbb{R}^{m}}$,

$$
\begin{equation*}
\frac{\left\|A\left(\tilde{x_{0}}+\zeta\right)\right\|_{p}}{\left\|\left(\tilde{x_{0}}+\zeta\right)\right\|_{p}}=\frac{\left\|A \tilde{x_{0}}\right\|_{p}}{\left\|\left(\tilde{x_{0}}+\zeta\right)\right\|_{p}} \leq \frac{\left\|A \tilde{x_{0}}\right\|_{p}}{\left\|\tilde{x_{0}}\right\|_{p}}=\left\|A \tilde{x_{0}}\right\|_{p}=\left\|A_{1} \tilde{x_{0}}\right\|_{p} \tag{3.25}
\end{equation*}
$$

then $\sup _{x \in V_{0,\|x\|_{p}=1}}\|A x\|_{p}=\left\|A_{1} \tilde{x_{0}}\right\|_{p}$. For any $V \subseteq \mathbb{R}^{n}$ with $\operatorname{dim}(V)=n-m+1$, there is some $x^{\prime} \in V$ with $\left\|x^{\prime}\right\|_{p}=1$ whose last $n-m$ components are zeroes, because of the dimensions, then we know

$$
\begin{equation*}
\sup _{x \in V,\|x\|_{p}=1}\|A x\|_{p} \geq\left\|A x^{\prime}\right\|_{p}=\left\|A_{1} \overline{x^{\prime}}\right\|_{p} \geq\left\|A_{1} \tilde{x_{0}}\right\|_{p} \tag{3.26}
\end{equation*}
$$

where $\overline{x^{\prime}}$ is the vector in $\mathbb{R}^{m}$ whose $m$ components are the first $m$ components of $x^{\prime}$. Thus

$$
\begin{equation*}
s_{m}^{(p)}(A)=\inf _{V \subseteq \mathbb{R}^{m}, \operatorname{dim}(V)=n-m+1} \sup _{x \in V,\|x\|_{p}=1}\|A x\|_{p}=\left\|A \tilde{x_{0}}\right\|_{p} \tag{3.27}
\end{equation*}
$$

On the other hand, $\left\|A^{T} y\right\|_{q}=\left\|A_{1}^{T} y\right\|_{q}$ for any $y \in \mathbb{R}^{m}$ with $\|y\|_{q}=1$. Hence

$$
\begin{equation*}
s_{m}^{(q)}\left(A^{T}\right)=\inf _{y \in \mathbb{R}^{m},\|y\|_{q}=1}\left\|A^{T} y\right\|_{q}=\inf _{y \in \mathbb{R}^{m},\|y\|_{q}=1}\left\|A_{1}^{T} y\right\|_{q}=\left\|A_{1}^{T} y_{0}\right\|_{q}=\left\|A_{1} \tilde{x_{0}}\right\|_{p} \tag{3.28}
\end{equation*}
$$

by (3.24), and then the claim follows.

For general rectangular matrices, we have the duality property for all 2 -singular values.

Theorem 3.2.10 (Adjoint). For any $m \times n$ matrix $A$,

$$
\begin{equation*}
s_{k}^{(2)}(A)=s_{k}^{(2)}\left(A^{T}\right) \tag{3.29}
\end{equation*}
$$

for $k=1,2, \cdots, \min (m, n)$.

Proof. Without loss of generality, we assume $m \leq n$.
If $A$ is diagonal with $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{m}, \lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{m} \geq 0$, on its diagonal. Let $\left\{e_{i}: i=1,2, \cdots, n\right\}$ be the standard basis for $\mathbb{R}^{n}$, and $V_{0}$ be the subspace spanned by $\left\{e_{i}: i=k, k+1, \cdots, n\right\}$. For any $v:=\sum_{i=k}^{n} t_{i} e_{i} \in V_{0}$ and $v \neq 0$,

$$
\begin{equation*}
\frac{\|A v\|_{2}}{\|v\|_{2}}=\sqrt{\frac{\sum_{i=k}^{m} \lambda_{i}^{2} t_{i}^{2}}{\sum_{i=k}^{n} t_{i}^{2}}} \leq \sqrt{\frac{\sum_{i=k}^{m} \lambda_{k}^{2} t_{i}^{2}}{\sum_{i=k}^{n} t_{i}^{2}}}=\lambda_{k} \sqrt{\frac{\sum_{i=k}^{m} t_{i}^{2}}{\sum_{i=k}^{n} t_{i}^{2}}} \leq \lambda_{k} . \tag{3.30}
\end{equation*}
$$

Particularly, $\frac{\left\|A e_{k}\right\|_{2}}{\left\|e_{k}\right\|_{2}}=\lambda_{k}$. So we have

$$
\begin{equation*}
\sup _{v \in V_{0},\|v\|_{2}=1}\|A v\|_{2}=\lambda_{k} . \tag{3.31}
\end{equation*}
$$

Let $V_{1}$ be the subspace spanned by $\left\{e_{i}: i=1,2, \cdots, k\right\}$, then for any $(n-k+1)$ dimensional subspace $V$ in $\mathbb{R}^{n}$, there exists some nonzero vector $v^{\prime} \in V_{1} \cap V$, since $\operatorname{dim}(V)+\operatorname{dim}\left(V_{1}\right)=n+1$. Thus there are $t_{i} \in \mathbb{R}, i=1,2, \cdots, k$, which are not all zero, such that $v^{\prime}=\sum_{i=1}^{k} t_{i} e_{i}$. Then we have

$$
\begin{equation*}
\sup _{v \in V,\|v\|_{2}=1}\|A v\|_{2} \geq \frac{\left\|A v^{\prime}\right\|_{2}}{\left\|v^{\prime}\right\|_{2}}=\sqrt{\frac{\sum_{i=1}^{k} \lambda_{i}^{2} t_{i}^{2}}{\sum_{i=1}^{k} t_{i}^{2}}} \geq \sqrt{\frac{\sum_{i=1}^{k} \lambda_{k}^{2} t_{i}^{2}}{\sum_{i=1}^{k} t_{i}^{2}}}=\lambda_{k} . \tag{3.32}
\end{equation*}
$$

So $s_{k}^{(2)}(A)=\lambda_{k}$. Similarly, we have $s_{k}^{(2)}\left(A^{T}\right)=\lambda_{k}$, since $A^{T}$ is also diagonal with $\lambda_{1}, \lambda_{2}, \cdots$, $\lambda_{m}$ on its diagonal. Hence, $s_{k}^{(2)}(A)=s_{k}^{(2)}\left(A^{T}\right)$ for $k=1,2, \cdots, \min (m, n)$ if $A$ is diagonal.

For general matrix $A$ of size $m \times n$, let $\mathrm{U} \Lambda \mathrm{V}^{T}:=A$ be the singular value decomposition of $A$. Replace all the subspaces in the above argument by the image of the subspaces transformed by the orthogonal matrix V , and then the claim follows, since the orthogonal transformation U preserves the $\ell_{2}$-norm of every vector.

For general $p \geq 1$ and general rectangular matrices, we have the following duality theorem.

Theorem 3.2.11 (Duality). For any $p \geq 1$ and $m \times n$ matrix $A$,

$$
\begin{equation*}
s_{\min (m, n)}^{(p)}(A)=s_{\min (m, n)}^{(q)}\left(A^{T}\right) \tag{3.33}
\end{equation*}
$$

in which $\frac{1}{p}+\frac{1}{q}=1$.

Proof. Without loss of generality, we assume $m<n$, since we have proved the case of $m=n$ in Lemma 3.2.8.

If $s_{\min (m, n)}^{(p)}(A)=0$, then $s_{\min (m, n)}^{(q)}\left(A^{T}\right)=0$ by Lemma 3.2.6.
If $s_{\min (m, n)}^{(p)}(A) \neq 0$, then $A$ is of full rank, by Lemma 3.2.6. Assume $p>1$ first. Since the spaces we are considering are finite dimensional, there exists some $w_{0} \in \mathbb{R}^{m}$ with $\left\|w_{0}\right\|_{q}=1$, such that

$$
\begin{equation*}
\left\|A^{T} w_{0}\right\|_{q}=\inf _{w \in \mathbb{R}^{m},\|w\|_{q}=1}\left\|A^{T} w\right\|_{q} \tag{3.34}
\end{equation*}
$$

By Hölder's inequality,

$$
\begin{equation*}
\left\|A^{T} w_{0}\right\|_{q} \geq\left\langle A^{T} w_{0}, v\right\rangle \tag{3.35}
\end{equation*}
$$

for all $v \in \mathbb{R}^{n}$ with $\|v\|_{p}=1$, and there is some $v_{0} \in \mathbb{R}^{n}$ with $\left\|v_{0}\right\|_{p}=1$ such that

$$
\begin{equation*}
\left\|A^{T} w_{0}\right\|_{q}=\left\langle A^{T} w_{0}, v_{0}\right\rangle . \tag{3.36}
\end{equation*}
$$

Now take $V_{0}$ to be the direct sum of span $\left\{v_{0}\right\}$ and $\operatorname{ker}(A)$, that is an $(n-m+1)$-dimensional subspace in $\mathbb{R}^{n}$ since $\operatorname{ker}(A)$ is $(n-m)$-dimensional, as $A$ has full rank. Thus it follows from (3.35) and (3.36) that for any $z \in \operatorname{ker}(A)$,

$$
\begin{equation*}
\left\langle A^{T} w_{0}, v_{0}\right\rangle \geq\left\langle A^{T} w_{0}, \frac{v_{0}+z}{\left\|v_{0}+z\right\|_{p}}\right\rangle=\frac{1}{\left\|v_{0}+z\right\|_{p}}\left\langle A^{T} w_{0}, v_{0}+z\right\rangle . \tag{3.37}
\end{equation*}
$$

But we also know

$$
\begin{equation*}
\left\langle A^{T} w_{0}, v_{0}+z\right\rangle=\left\langle w_{0}, A\left(v_{0}+z\right)\right\rangle=\left\langle w_{0}, A v_{0}\right\rangle=\left\langle A^{T} w_{0}, v_{0}\right\rangle \tag{3.38}
\end{equation*}
$$

thus

$$
\begin{equation*}
\left\langle A^{T} w_{0}, v_{0}\right\rangle \geq \frac{1}{\left\|v_{0}+z\right\|_{p}}\left\langle A^{T} w_{0}, v_{0}\right\rangle \tag{3.39}
\end{equation*}
$$

in other words, $\left\|v_{0}+z\right\|_{p} \geq 1$. Therefore we have

$$
\begin{equation*}
\frac{\left\|A\left(v_{0}+z\right)\right\|_{p}}{\left\|v_{0}+z\right\|_{p}} \leq\left\|A v_{0}\right\|_{p} \tag{3.40}
\end{equation*}
$$

when considering the action of $A$ on $V_{0}$, and then $\sup _{v \in V_{0},\|v\|_{p}=1}\|A v\|_{q}=\left\|A v_{0}\right\|_{p}$.
Next, we are going to show $\left\|A v_{0}\right\|_{p}=\left\|A^{T} w_{0}\right\|_{q}$. Since we know that $\left\langle w_{0}, A v_{0}\right\rangle=$ $\left\langle A^{T} w_{0}, v_{0}\right\rangle=\left\|A^{T} w_{0}\right\|_{q}$ from (3.36), then it is sufficient to show that for any $w \in \mathbb{R}^{m}$ with $\|w\|_{q}=1,\left\langle w_{0}, A v_{0}\right\rangle \geq\left\langle w, A v_{0}\right\rangle$, that is to show

$$
\begin{equation*}
\left\langle A^{T} w_{0}, v_{0}\right\rangle \geq\left\langle A^{T} w, v_{0}\right\rangle \tag{3.41}
\end{equation*}
$$

Let

$$
\begin{equation*}
\mathcal{S}_{q}(1):=\left\{w \in \mathbb{R}^{m}:\|w\|_{q}=1\right\} \tag{3.42}
\end{equation*}
$$

be the unit sphere in $\ell_{q}$-norm in $\mathbb{R}^{m}$,

$$
\begin{equation*}
\mathcal{S}_{q}\left(\left\|A^{T} w_{0}\right\|_{q}\right):=\left\{v \in A^{T}\left(\mathbb{R}^{m}\right):\|v\|_{q}=\left\|A^{T} w_{0}\right\|_{q}\right\} \tag{3.43}
\end{equation*}
$$

be the sphere of radius $\left\|A^{T} w_{0}\right\|_{q}$ in $\ell_{q}$-norm in $A^{T}\left(\mathbb{R}^{m}\right)$, and $A^{T}\left(\mathcal{S}_{q}(1)\right)$ be the image of $\mathcal{S}_{q}(1)$ by map $A^{T}$. Since $\inf _{w \in \mathbb{R}^{m},\|w\|_{q}=1}\left\|A^{T} w\right\|_{q}$ achieves its infimum at $w_{0}$, then the surfaces $A^{T}\left(\mathcal{S}_{q}(1)\right)$ and $\mathcal{S}_{q}\left(\left\|A^{T} w_{0}\right\|_{q}\right)$ are tangent at the point $A^{T} w_{0}$ in $A^{T}\left(\mathbb{R}^{m}\right)$ and let $P$ be the same tangent plane of dimension $m-1$ to the surfaces $A^{T}\left(\mathcal{S}_{q}\right)$ and $\mathcal{S}_{q}\left(\left\|A^{T} w_{0}\right\|_{q}\right)$ at $A^{T} w_{0}$ in $A^{T}\left(\mathbb{R}^{m}\right)$. In fact, by (3.36), $v_{0}$ is the gradient of the function $f(u):=\|u\|_{q}, u \in \mathbb{R}^{n}$, at the point $u=A^{T} w_{0}$. Therefore, $v_{0}$ is orthogonal to $P$. Let $\mathcal{B}_{q}(1):=\left\{w \in \mathbb{R}^{m}:\|w\|_{q} \leq 1\right\}$ be the unit ball in $\ell_{q}$-norm in $\mathbb{R}^{m}$, which is convex, as $q \geq 1$, then its image by the linear $\operatorname{map} A^{T}, A^{T}\left(\mathcal{B}_{q}(1)\right)$, is also convex. Therefore $A^{T}\left(\mathcal{B}_{q}(1)\right)$ will be on the same side of $P$ in $A^{T}\left(\mathbb{R}^{m}\right)$. Hence for any $w \in \mathbb{R}^{m}$ with $\|w\|_{q}=1$, if $\left\langle A^{T} w, v_{0}\right\rangle>0$ then there is some $\lambda \geq 1$ such that $\lambda w \in P$, as $v_{0}$ is orthogonal to $P$, and it follows that

$$
\begin{equation*}
\left\langle A^{T} w, v_{0}\right\rangle \leq\left\langle A^{T}(\lambda w), v_{0}\right\rangle=\left\langle A^{T} w_{0}, v_{0}\right\rangle+\left\langle A^{T}\left(\lambda w-w_{0}\right), v_{0}\right\rangle=\left\langle A^{T} w_{0}, v_{0}\right\rangle \tag{3.44}
\end{equation*}
$$

as $\lambda w-w_{0}$ in $P$ is orthogonal to $v_{0}$; if $\left\langle A^{T} w, v_{0}\right\rangle \leq 0$ it is obvious that $\left\langle A^{T} w_{0}, v_{0}\right\rangle \geq$ $\left\langle A^{T} w, v_{0}\right\rangle$, since $\left\langle A^{T} w_{0}, v_{0}\right\rangle=\left\|A^{T} w_{0}\right\|_{q} \geq 0$. Thus (3.41) holds for all $w \in \mathbb{R}^{m}$ with $\|w\|_{q}=$ 1. This proves that

$$
\begin{equation*}
s_{m}^{(p)}(A) \leq s_{m}^{(q)}\left(A^{T}\right) \tag{3.45}
\end{equation*}
$$

On the other hand, there is a surface $\mathcal{S}$ of dimension $m$ in $\mathbb{R}^{n}$ such that for any $z \in \operatorname{ker}(A)$ and $v \in \mathcal{S},\|v+z\|_{p} \geq\|v\|_{p}$. We know that there is some $v_{0} \in \mathcal{S}$ with $\left\|v_{0}\right\|_{p}=1$ such that

$$
\begin{equation*}
\left\|A v_{0}\right\|_{p}=\inf _{v \in \mathcal{S},\|v\|_{p}=1}\|A v\|_{p} \tag{3.46}
\end{equation*}
$$

and for any $(n-m+1)$-dimensional subspace $V$ in $\mathbb{R}^{n}$, there is some $v^{\prime} \in V \cap \mathcal{S}$ with $\left\|v^{\prime}\right\|_{p}=1$, because $\operatorname{dim}(V)+\operatorname{dim}(\mathcal{S})=n+1$ and $\mathcal{S}$ is centrally symmetric, and then

$$
\begin{equation*}
\sup _{v \in V,\|v\|_{p}=1}\|A v\|_{p} \geq\left\|A v^{\prime}\right\|_{p} \geq\left\|A v_{0}\right\|_{p} \tag{3.47}
\end{equation*}
$$

Thus $s_{m}^{(p)}(A)=\left\|A v_{0}\right\|_{p}$. Similar to the previous argument, by Hölder's inequality,

$$
\begin{equation*}
\left\|A v_{0}\right\|_{p} \geq\left\langle w, A v_{0}\right\rangle \tag{3.48}
\end{equation*}
$$

for all $w \in \mathbb{R}^{n}$ with $\|w\|_{p}=1$, and there is some $w_{0} \in \mathbb{R}^{2}$ with $\left\|w_{0}\right\|_{q}=1$ such that

$$
\begin{equation*}
\left\|A v_{0}\right\|_{p}=\left\langle w_{0}, A v_{0}\right\rangle \tag{3.49}
\end{equation*}
$$

Thus for the opposite direction of the inequality in (3.45), we just need to show $\left\|A^{T} w_{0}\right\|_{q}=\left\|A v_{0}\right\|_{p}$, that is to show

$$
\begin{equation*}
\left\langle w_{0}, A v_{0}\right\rangle \geq\left\langle w_{0}, A v\right\rangle \tag{3.50}
\end{equation*}
$$

for all $v \in \mathbb{R}^{n}$ with $\|v\|_{p}=1$. But then we can use a very similar argument with the one for (3.41) to show this.

For $p=1$, by the continuity of $\ell_{p}$ at $p=1$ and as (3.33) holds for $p>1$, we know that $s_{\min (m, n)}^{(1)}(A)=s_{\min (m, n)}^{(\infty)}\left(A^{T}\right)$. That completes the proof.

Remark 3.2.12. For some computable examples on this theorem, see Appendix A.

### 3.3 The Smallest $q$-Singular Value of Random Matrices

If $0<q<1$, we can still define the $k$-th singular value by (3.10), and Lemma 3.2.3 still holds for finite dimensional vector spaces. In [43] and [58], the estimates on the smallest singular value defined by the usual $\ell_{2}$-norm for square random matrix and the sum of a random matrix and a deterministic matrix were given. In this section, we study the probability estimates of the smallest $q$-singular value of rectangular random matrices and square random matrices.

For rectangular matrices, we are going to give the following estimate on the smallest $q$-singular value,

Theorem 3.3.1. Given any $0<q \leq 1$, and let $\xi$ be the pregaussian random variable with variance 1 and $A$ be an $m \times n$ matrix with i.i.d. copies of $\xi$ in its entries. Then for any $\varepsilon>0$ there exist some $\gamma>0$ and $c>0$ and $r \in(0,1)$ dependent on $q$ and $\varepsilon$, such that

$$
\begin{equation*}
\mathbb{P}\left(s_{n}^{(q)}(A)<\gamma m^{\frac{1}{q}}\right)<e^{-c m} \tag{3.51}
\end{equation*}
$$

if $n<r m$.

To prove the above theorem, it is sufficient to show the following lemma, by considering the probability in union.

Lemma 3.3.2. Given any $0<q \leq 1$ and let $A$ be an $m \times n$ pregaussian random matrix, then there exist some $c, \lambda \in(0,1)$ such that

$$
\begin{equation*}
\mathbb{P}\left(\|A v\|_{q}<\lambda_{1} m^{\frac{1}{q}}\right) \leq c^{m} \tag{3.52}
\end{equation*}
$$

for each $v \in \mathbb{S}_{q}^{m-1}$, where $\mathbb{S}_{q}^{m-1}$ is the $(m-1)$-dimensional unit sphere in $\ell_{q}$-quasinorm.
First let us establish the following
Lemma 3.3.3. Given any $0<q \leq 1$, then for any $\xi_{1}, \cdots$, $\xi_{n}$ which are i.i.d. copies of a pregaussian random variable with variance 1 , there exist $c, \lambda \in(0,1)$ such that

$$
\begin{equation*}
\mathbb{P}\left(\sum_{k=1}^{n}\left|\xi_{k}\right|^{q}<\lambda n\right) \leq c^{n} . \tag{3.53}
\end{equation*}
$$

Proof. Same as the beginning of the proof for Theorem 2.3.15, for pregaussian random variables $\xi_{1}, \cdots, \xi_{n}$ with variance 1 , we know that there exists some $\delta>0$, such that

$$
\begin{equation*}
\varepsilon_{0}:=\mathbb{P}\left(\left|\xi_{k}\right| \leq \delta\right)<\frac{1}{2 e} \tag{3.54}
\end{equation*}
$$

for $k=1,2, \cdots, n$. Then using the Riemann-Stieltjes integral for expectation, we have

$$
\begin{align*}
\mathbb{E} \exp \left(-\frac{\left|\xi_{k}\right|^{q}}{\lambda}\right) & =\int_{0}^{\infty} \exp \left(-\frac{\left|\xi_{k}\right|^{q}}{\lambda}\right) d \mathbb{P}\left(\left|\xi_{k}\right| \leq t\right) \\
& \leq \int_{0}^{\delta} d \mathbb{P}\left(\left|\xi_{k}\right| \leq t\right)+\int_{\delta}^{\infty} \exp \left(-\frac{t^{q}}{\lambda}\right) d \mathbb{P}\left(\left|\xi_{k}\right| \leq t\right)  \tag{3.55}\\
& =\varepsilon_{0}+\int_{\delta}^{\infty} \exp \left(-\frac{t^{q}}{\lambda}\right) d \mathbb{P}\left(\left|\xi_{k}\right| \leq t\right)
\end{align*}
$$

Choose $\lambda>0$ to be small enough, such that

$$
\begin{equation*}
\exp \left(-\frac{t^{q}}{\lambda}\right) \leq \exp \left(-\frac{\delta^{q}}{\lambda}\right)<\frac{\varepsilon_{0}}{2\left(1-\varepsilon_{0}\right)} \tag{3.56}
\end{equation*}
$$

for $t \geq \delta$. Therefore, it follows that

$$
\begin{equation*}
\mathbb{E} \exp \left(-\frac{\left|\xi_{k}\right|^{q}}{\lambda}\right) \leq \varepsilon_{0}+\frac{\varepsilon_{0}}{2\left(1-\varepsilon_{0}\right)} \int_{\delta}^{\infty} d \mathbb{P}\left(\left|\xi_{k}\right| \leq t\right) \leq \varepsilon_{0}+\frac{\varepsilon_{0}}{2}=\frac{3}{2} \varepsilon_{0}<\frac{3}{4 e} . \tag{3.57}
\end{equation*}
$$

Finally, applying Markov's inequality, we obtain

$$
\begin{align*}
\mathbb{P}\left(\sum_{k=1}^{n}\left|\xi_{k}\right|^{q}<\lambda n\right) & =\mathbb{P}\left(\exp \left(n-\frac{1}{\lambda} \sum_{k=1}^{n}\left|\xi_{k}\right|^{q}\right)>1\right) \\
& \leq \mathbb{E}\left(\exp \left(n-\frac{1}{\lambda} \sum_{k=1}^{n}\left|\xi_{k}\right|^{q}\right)\right) \\
& =e^{n} \prod_{k=1}^{n} \mathbb{E} \exp \left(-\frac{\left|\xi_{k}\right|^{q}}{\lambda}\right) .  \tag{3.58}\\
& \leq c^{n}
\end{align*}
$$

for $c:=\frac{3}{2} \varepsilon_{0} \cdot e<\frac{3}{4}$.

The property of linear combination of pregaussian random variables will allow us to obtain the probabilistic estimate on $\|A v\|_{q}$ for the pregaussian ensemble $A$. Indeed, the combination of Lemma 3.3.3 and the lemma on linear combination of pregaussian random variables, Lemma 2.2.1 yields Lemma 3.3.2. Using the estimate on the covering number of the unit sphere in $\ell_{q}$-quasinorm by $\varepsilon$-net ([21]) and the probabilistic union bound, we are going to prove Theorem 3.3.1.

Proof. Let the unit sphere in $\ell_{q}$-quasinorm $\mathbb{S}_{q}^{n}$ be covered by $\varepsilon$-net $\mathcal{N}$, we know from [21], that

$$
\begin{equation*}
|\mathcal{N}| \leq\left(1+\frac{2}{\varepsilon}\right)^{\frac{n}{q}} \tag{3.59}
\end{equation*}
$$

By the probabilistic union bound,

$$
\begin{equation*}
\mathbb{P}\left(\exists v \in \mathcal{N} \text { such that }\|A v\|_{q}<\lambda_{1} m^{\frac{1}{q}}\right) \leq\left(1+\frac{2}{\varepsilon}\right)^{\frac{n}{q}} c^{m} \tag{3.60}
\end{equation*}
$$

On the other hand, by Theorem 2.3.10, we know that

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(q)}(A) \leq K m^{\frac{1}{q}}\right) \geq 1-\exp \left(-C^{\prime} m\right) \tag{3.61}
\end{equation*}
$$

for some $C^{\prime}>0$.
Now assume the event that $\left\|A v^{\prime}\right\|_{q}<\frac{1}{2} \lambda_{1} m^{\frac{1}{q}}$ for some $v^{\prime} \in \mathbb{S}_{q}^{n}$ occurs. Therefore, there exists some $v \in \mathcal{N}$ such that $\left\|v-v^{\prime}\right\|_{q}^{q} \leq \varepsilon$, and by the triangular inequality,

$$
\begin{align*}
\|A v\|_{q}^{q} & \leq\left\|A\left(v-v^{\prime}\right)\right\|_{q}^{q}+\left\|A v^{\prime}\right\|_{q}^{q} \\
& \leq\left(s_{1}^{(q)}(A)\right)^{q}\left\|v-v^{\prime}\right\|_{q}^{q}+\left\|A v^{\prime}\right\|_{q}^{q}  \tag{3.62}\\
& \leq K^{q} m \varepsilon+\frac{1}{2^{q}} \lambda_{1}^{q} m \\
& =\lambda_{1}^{q} m
\end{align*}
$$

if we set $\varepsilon=\frac{\lambda_{1}}{2 K}$. It follows that

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(q)}(A) \leq K m^{\frac{1}{q}} \text { and }\left\|A v^{\prime}\right\|_{q}<\frac{\lambda_{1}}{2} m^{\frac{1}{q}} \text { for some } v^{\prime} \in \mathbb{S}_{q}^{n}\right) \leq \mathbb{P}\left(\|A v\|_{q}<\lambda_{1} m^{\frac{1}{q}}\right) \tag{3.63}
\end{equation*}
$$

But the event $s_{n}^{(q)}(A)<\gamma m^{\frac{1}{q}}$, where $\gamma:=\frac{1}{2} \lambda_{1}$, implies $\left\|A v^{\prime}\right\|_{q}<\frac{1}{2} \lambda_{1} m^{\frac{1}{q}}$ for some $v^{\prime} \in \mathbb{S}_{q}^{n}$, therefore

$$
\begin{align*}
\mathbb{P}\left(s_{1}^{(q)}(A) \leq K m^{\frac{1}{q}} \text { and } s_{n}^{(q)}(A)<\gamma m^{\frac{1}{q}}\right) & \leq \mathbb{P}\left(\|A v\|_{q}<\lambda_{1} m^{\frac{1}{q}}\right) \\
& \leq\left(1+\frac{2}{\varepsilon}\right)^{\frac{n}{q}} c^{m}  \tag{3.64}\\
& =\left(\left(1+\frac{2}{\varepsilon}\right)^{\frac{n}{q m}} c\right)^{m}
\end{align*}
$$

by (3.60). Choosing an appropriate $r<1$, we have that if $n<r m$,

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(q)}(A) \leq K m^{\frac{1}{q}} \text { and } s_{n}^{(q)}(A)<\gamma m^{\frac{1}{q}}\right) \leq e^{-c_{1} m} \tag{3.65}
\end{equation*}
$$

for some $c_{1}>0$.
Finally, the claim that

$$
\begin{equation*}
\mathbb{P}\left(s_{n}^{(q)}(A)<\gamma m^{\frac{1}{q}}\right) \leq e^{-c m} \tag{3.66}
\end{equation*}
$$

for some $c>0$ follows from (3.65) and (3.61).

Now let us consider the square random matrices whose entries are independent and identically-distributed copies of a pregaussian random variable.

Theorem 3.3.4. Given any $0<q \leq 1$, and let $\xi$ be the pregaussian random variable with variance 1 and $A$ be an $n \times n$ matrix with i.i.d. copies of $\xi$ in its entries. Then for any $\varepsilon>0$ and $0<q \leq 1$, there exist some $K>0$ and $c>0$ dependent on $q$ and $\varepsilon$, such that

$$
\begin{equation*}
\mathbb{P}\left(s_{n}^{(q)}(A)<\varepsilon n^{-\frac{1}{q}}\right)<C \varepsilon+C \alpha^{n}+\mathbb{P}\left(\|A\|>K n^{-\frac{1}{2}}\right) \tag{3.67}
\end{equation*}
$$

where $\alpha \in(0,1)$ and $C>0$ depend only on the pregaussian random variable and $K$.
To prove the above theorem, that is to estimate $\|A v\|_{q}$ for all $v \in \mathbb{R}^{n}$, we decompose $\mathbb{S}_{q}^{n-1}$ into the set of compressible vectors and the set of incompressible vectors, generalized from the approach used in [43], [58], for instance.

Definition 3.3.5 (Compressible and incompressible vectors in $\left.\mathbb{S}_{q}^{n-1}\right)$. Given any $\rho, \lambda \in(0,1)$. Let $\operatorname{Comp}_{q}(\lambda, \rho)$ be the set of vectors $v \in \mathbb{S}_{q}^{n-1}$ such that there is a vector $v^{\prime}$ with $\left\|v^{\prime}\right\|_{0} \leq \lambda n$ satisfying $\left\|v-v^{\prime}\right\|_{q} \leq \rho$. The set of incompressible vector is defined as

$$
\begin{equation*}
\operatorname{Incomp}_{q}(\lambda, \rho):=\mathbb{S}_{q}^{n-1} \backslash \operatorname{Comp}_{q}(\lambda, \rho) . \tag{3.68}
\end{equation*}
$$

Now using the decomposition, we have

$$
\begin{align*}
\mathbb{P}\left(s_{n}^{(q)}(A)<\varepsilon n^{-\frac{1}{q}}\right) \leq \mathbb{P}( & \left.\inf _{v \in \operatorname{comp}_{q}(\lambda, \rho)}\|A v\|_{q}<\varepsilon n^{-\frac{1}{q}}\right)  \tag{3.69}\\
& +\mathbb{P}\left(\inf _{v \in \operatorname{Incomp}_{q}(\lambda, \rho)}\|A v\|_{q}<\varepsilon n^{-\frac{1}{q}}\right)
\end{align*}
$$

and in the following we are going to consider each term in the right hand side.

For the first term on compressible vectors, we can apply Lemma 3.3.2 and use the union bound to get the probabilistic estimate on $\|A v\|_{q}$ with $v \in \operatorname{Comp}_{q}(\lambda, \rho)$, as

$$
\begin{equation*}
\mathbb{P}\left(\inf _{v \in \operatorname{comp}_{q}(\lambda, \rho)}\|A v\|_{q}<\varepsilon n^{-\frac{1}{q}}\right) \leq \mathbb{P}\left(\inf _{v \in \operatorname{comp}_{q}(\lambda, \rho)}\|A v\|_{q}<\varepsilon n^{\frac{1}{q}}\right) . \tag{3.70}
\end{equation*}
$$

Therefore the first term actually decays exponentially for large $n$.
However, for incompressible vectors, we first consider $\operatorname{dis}\left(X_{j}, H_{j}\right)$, which denotes the distance between column $X_{j}$ of an $n \times n$ random matrix $A$ and the span of other columns $H_{j}:=\operatorname{span}\left(X_{1}, \cdots, X_{j-1}, X_{j+1}, \cdots, X_{n}\right)$, and obtain a generalized lemma for $\ell_{q}$-quasinorm from the counterpart in [43], which allows us to transform the probabilistic estimate on $\|A v\|_{q}$ for $v \in \operatorname{Incomp}_{q}(\lambda, \rho)$ to the probabilistic estimate on the average of the distances $\operatorname{dist}\left(X_{j}, H_{j}\right), j=1,2, \cdots, n$.

Lemma 3.3.6. Let $A$ be an $n \times n$ random matrix with columns $X_{1}, \cdots, X_{n}$, and $H_{j}:=$ span $\left(X_{1}, \cdots, X_{j-1}, X_{j+1}, \cdots, X_{n}\right)$. Then for any $\rho, \lambda \in(0,1)$ and $\varepsilon>0$, one has

$$
\begin{equation*}
\mathbb{P}\left(\inf _{v \in \operatorname{Incomp} p_{q}(\lambda, \rho)}\|A v\|_{q}<\varepsilon \rho n^{-\frac{1}{q}}\right)<\frac{1}{\lambda n} \sum_{j=1}^{n} \mathbb{P}\left(\operatorname{dist}_{q}\left(X_{j}, H_{j}\right)<\varepsilon\right), \tag{3.71}
\end{equation*}
$$

in which dist ${ }_{q}$ is the distance defined by the $\ell_{q}$-quasinorm.

Proof. For every $v \in \operatorname{Incomp}_{q}(\lambda, \rho)$, by Definition 3.3.5, there are at least $\lambda n$ components of $v, v_{j}$, satisfying $\left|v_{j}\right| \geq \rho n^{-\frac{1}{q}}$, because otherwise, $v$ would be within $\ell_{q}$-distance $\rho$ of the sparse vector, the restriction of $v$ on the components $v_{j}$ satisfying $\left|v_{j}\right| \geq \rho n^{-\frac{1}{q}}$ with sparsity less than $\lambda n$, and thus $v$ would be compressible. Thus if we let $\mathcal{I}_{1}(v):=\left\{j:\left|v_{j}\right| \geq \rho n^{-\frac{1}{q}}\right\}$, then $\left|\mathcal{I}_{1}(v)\right| \geq \lambda n$.

Next, let $\mathcal{I}_{2}(A):=\left\{j: \operatorname{dist}_{q}\left(X_{j}, H_{j}\right)<\varepsilon\right\}$ and $\mathcal{E}$ be the event that the cardinality of $\mathcal{I}_{2}(A),\left|\mathcal{I}_{2}(A)\right| \geq \lambda n$. Applying Markov's inequality, we have

$$
\begin{align*}
\mathbb{P}(\mathcal{E}) & =\mathbb{P}\left(\left\{\mathcal{I}_{2}(A):\left|\mathcal{I}_{2}(A, \varepsilon)\right| \geq \lambda n\right\}\right) \\
& \leq \frac{1}{\lambda n} \mathbb{E}\left|\mathcal{I}_{2}(A)\right|  \tag{3.72}\\
& =\frac{1}{\lambda n} \mathbb{E}\left\{j: \operatorname{dist}_{q}\left(X_{j}, H_{j}\right)<\varepsilon\right\} \\
& =\frac{1}{\lambda n} \sum_{j=1}^{n} \mathbb{P}\left(\operatorname{dist}_{q}\left(X_{j}, H_{j}\right)<\varepsilon\right)
\end{align*}
$$

Since $\mathcal{E}^{c}$ is the event that

$$
\begin{equation*}
\left|\left\{j: \operatorname{dist}_{q}\left(X_{j}, H_{j}\right) \geq \varepsilon\right\}\right|>(1-\lambda) n \tag{3.73}
\end{equation*}
$$

for random matrix $A$, thus if $\mathcal{E}^{c}$ occurs, then for every $v \in \operatorname{Incomp}_{q}(\lambda, \rho)$,

$$
\begin{equation*}
\left|\mathcal{I}_{1}(v)\right|+\left|\mathcal{I}_{2}(A)\right|>\lambda n+(1-\lambda) n=n \tag{3.74}
\end{equation*}
$$

Hence there is some $j_{0} \in \mathcal{I}_{1}(v) \cap \mathcal{I}_{2}(A)$. So we have

$$
\begin{equation*}
\|A v\|_{q} \geq \operatorname{dist}_{q}\left(A v, H_{j_{0}}\right)=\operatorname{dist}_{q}\left(v_{j_{0}} X_{j_{0}}, H_{j_{0}}\right)=\left|v_{j_{0}}\right| \operatorname{dist}_{q}\left(X_{j_{0}}, H_{j_{0}}\right) \geq \varepsilon \rho n^{-\frac{1}{q}} \tag{3.75}
\end{equation*}
$$

Contra-positively, if the events $\|A v\|_{q}<\varepsilon \rho n^{-\frac{1}{q}}$ occurs then $\mathcal{E}$ also occurs. Thus

$$
\begin{equation*}
\mathbb{P}\left(\inf _{v \in \text { Incomp }_{q}(\lambda, \rho)}\|A v\|_{q}<\varepsilon \rho n^{-\frac{1}{q}}\right) \leq \mathbb{P}(\mathcal{E}) \leq \frac{1}{\lambda n} \sum_{j=1}^{n} \mathbb{P}\left(\text { dist }_{q}\left(X_{j}, H_{j}\right)<\varepsilon\right) \tag{3.76}
\end{equation*}
$$

Remark 3.3.7. dist $_{q}$ defined by the $\ell_{q}$-quasinorm is different from the usual dist defined by the $\ell_{2}$-quasinorm, because simply in a right triangle the hypotenuse as a vector can be shorter than the leg as a vector in $\ell_{q}$-quasinorm.

Nevertheless, $\operatorname{dist}_{q}\left(X_{j}, H_{j}\right) \geq \operatorname{dist}\left(X_{j}, H_{j}\right)$ because $\|\cdot\|_{q} \geq\|\cdot\|_{2}$, therefore one can take the advantage of the estimate on $\mathbb{P}\left(\operatorname{dist}\left(X_{j}, H_{j}\right)<\varepsilon\right)$ to obtain the estimate on $\mathbb{P}\left(\right.$ dist $\left._{q}\left(X_{j}, H_{j}\right)<\varepsilon\right)$.

Theorem 3.3.8 (Distance bound, [43]). Let $A$ be a random matrix whose entries are independent variables with variance at least 1 and fourth moment bounded by $B$. Let $K \geq 1$. Then for every $\varepsilon>0$,

$$
\begin{equation*}
\mathbb{P}\left(\operatorname{dist}\left(X_{j}, H_{j}\right)<\varepsilon \text { and }\|A\| \leq K n^{-\frac{1}{2}}\right) \leq C\left(\varepsilon+\alpha^{n}\right) \tag{3.77}
\end{equation*}
$$

where $\alpha \in(0,1)$ and $C>0$ depend only on $B$ and $K$.

The above theorem implies that

$$
\begin{equation*}
\mathbb{P}\left(\operatorname{dist}_{q}\left(X_{j}, H_{j}\right)<\varepsilon\right) \leq \mathbb{P}\left(\operatorname{dist}\left(X_{j}, H_{j}\right)<\varepsilon\right) \leq C\left(\varepsilon+\alpha^{n}\right)+\mathbb{P}\left(\|A\| \leq K n^{-\frac{1}{2}}\right) . \tag{3.78}
\end{equation*}
$$

Combining (3.69) and applying Lemma 3.3.6, we now reach the desired inequality in Theorem 3.3.4.

Furthermore, since $A$ is pregaussian, using a standard concentration bound we know that for every $\varepsilon>0$, there exists some $K>0$ such that $\mathbb{P}\left(\|A\| \leq K n^{-\frac{1}{2}}\right)<\varepsilon$. Thus, we have proved the following

Theorem 3.3.9 (Lower tail probabilistic estimate on the smallest $q$-singular value ). Given any $0<q \leq 1$, and let $\xi$ be the pregaussian random variable with variance 1 and $A$ be an $n \times n$ matrix with i.i.d. copies of $\xi$ in its entries. Then for any $\varepsilon>0$, there exists some $\gamma>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(s_{n}^{(q)}(A)<\gamma n^{-\frac{1}{q}}\right)<\varepsilon, \tag{3.79}
\end{equation*}
$$

where $\gamma$ only depends on $q, \varepsilon$ and the pregaussian random variable $\xi$.

### 3.4 Upper Tail Probability of the Smallest $q$-Singular Value

In this section, we want to obtain the estimate on the upper tail probability of the smallest $q$-singular value of an $n \times n$ pregaussian random matrix.

Theorem 3.4.1 (Upper tail probabilistic estimate on the smallest $q$-singular value). Given any $0<q \leq 1$, and let $\xi$ be the pregaussian random variable with variance 1 and $A$ be an $n \times n$ matrix with i.i.d. copies of $\xi$ in its entries. Then for any $K>e$, there exist some $C>0,0<c<1$, and $\alpha>0$ only dependent on pregaussian random variable $\xi$, $q$, such that

$$
\begin{equation*}
\mathbb{P}\left(s_{n}^{(q)}(A)>K n^{-\frac{1}{2}}\right) \leq \frac{C(\ln K)^{\alpha}}{K^{\alpha}}+c^{n} . \tag{3.80}
\end{equation*}
$$

In particular, for any $\varepsilon>0$, there exist some $K>0$ and $n_{0}$, such that

$$
\begin{equation*}
\mathbb{P}\left(s_{n}^{(q)}(A)>K n^{-\frac{1}{2}}\right)<\varepsilon \tag{3.81}
\end{equation*}
$$

for all $n \geq n_{0}$.

Proof. From the previous section and by Lemma 3.2.6, the $n \times n$ pregaussian random matrix $A$ is invertible with very high probability. Therefore, we have

$$
\begin{equation*}
\mathbb{P}\left(s_{n}^{(q)}(A) \leq \frac{u t}{\varepsilon} \cdot n^{-\frac{1}{2}}\right) \geq \mathbb{P}\left(\|v\|_{q} \leq n^{\frac{1}{q}-\frac{1}{2}} u,\left\|A^{-1} v\right\|_{q} \geq \frac{\varepsilon}{t} \cdot n^{\frac{1}{q}} \text { for some } v \in \mathbb{R}^{n}\right) \tag{3.82}
\end{equation*}
$$

and thus it suffices to show

$$
\begin{equation*}
\mathbb{P}\left(\|v\|_{q} \leq n^{\frac{1}{q}-\frac{1}{2}} u,\left\|A^{-1} v\right\|_{q} \geq \frac{\varepsilon}{t} \cdot n^{\frac{1}{q}} \text { for some } v \in \mathbb{R}^{n}\right) \geq 1-\varepsilon \tag{3.83}
\end{equation*}
$$

Now we choose $v=X_{j}-\pi_{j}\left(X_{j}\right)$, where $X_{j}$ is the $j$-th column vector of $A$ and $\pi_{j}$ is the projection onto the hyperplane $H_{j}:=\operatorname{span}\left(X_{1}, \cdots, X_{j-1}, X_{j+1}, \cdots, X_{n}\right)$, to have a small probability for both the event $\left\|A^{-1} v\right\|_{q} \leq \frac{\varepsilon}{t} \cdot n^{\frac{1}{q}}$ and the event $\|v\|_{q} \geq u$ in (3.82).

Using the result established in [44], we can easily estimate the probability of the event that $\left\|A^{-1} v\right\|_{q} \leq \frac{\varepsilon}{t} \cdot n^{\frac{1}{q}}$ occurs. Since $\left\|A^{-1} v\right\|_{q} \geq\left\|A^{-1} v\right\|_{2}$, we know that

$$
\begin{align*}
\mathbb{P}\left(\left\|A^{-1} v\right\|_{q} \leq \frac{\varepsilon}{t} \cdot n^{\frac{1}{q}}\right) & \leq \mathbb{P}\left(\left\|A^{-1} v\right\|_{2} \leq \frac{\varepsilon}{t} \cdot n^{\frac{1}{q}}\right) \\
& =\mathbb{P}\left(\left\|A^{-1} v\right\|_{2} \leq \frac{\varepsilon}{t} \cdot\left(n^{\frac{2}{q}}\right)^{\frac{1}{2}}\right)  \tag{3.84}\\
& \leq 2 p\left(4 \varepsilon, t, n^{\frac{2}{q}}\right)
\end{align*}
$$

where $p(\varepsilon, t, n):=C_{1}\left(\varepsilon+e^{-c_{1} t^{2}}+e^{-c_{2} n}\right)$ for some $c_{1}, c_{2}, C_{1}>0$.
It remains to show that $\|v\|_{q} \geq u$ in (3.82) has a small probability, and that will be shown in the next lemma.

In fact, for the normal vector to the hyperplane $H_{j}, v=X_{j}-\pi_{j}\left(X_{j}\right)$, we have

Lemma 3.4.2. For every $u>0$, one has

$$
\begin{equation*}
\mathbb{P}\left(\left\|X_{j}-\pi_{j}\left(X_{j}\right)\right\|_{q} \geq u n^{\frac{1}{q}-\frac{1}{2}}\right) \leq C_{2} e^{-c_{3} u}+C_{3} n^{-c_{4}} \tag{3.85}
\end{equation*}
$$

for some $c_{3}, c_{4}, C_{2}, C_{3}>0$ and any $j=1,2, \cdots, n$.

Proof. Without loss of generality, assume $j=1$. Let $\left(a_{1}, a_{2}, \cdots, a_{n}\right):=X_{1}-\pi_{1}\left(X_{1}\right)$, normal to the hyperplane $H_{1}$, and $\left(\xi_{1}, \xi_{2}, \cdots, \xi_{n}\right):=X_{1}$.

Applying the Bessy-Esseen theorem (see for instance [54]), we know that

$$
\begin{equation*}
\mathbb{P}\left(\left\|X_{j}-\pi_{j}\left(X_{j}\right)\right\|_{2} \geq u\right)=\mathbb{P}\left(\left|\frac{\sum_{i=1}^{n} a_{i} \xi_{i}}{\sqrt{\sum_{i=1}^{n} a_{i}^{2}}}\right| \geq u\right)=\mathbb{P}(|\mathbf{g}| \geq u)+O\left(n^{-c}\right) \tag{3.86}
\end{equation*}
$$

for some $c>0$, in which $\mathbf{g}$ is a standard normal random variable.
By the discrete Hölder inequality,

$$
\begin{equation*}
\left\|X_{j}-\pi_{j}\left(X_{j}\right)\right\|_{q} \leq n^{\frac{1-q}{q}}\left\|X_{j}-\pi_{j}\left(X_{j}\right)\right\|_{1} \leq n^{\frac{1}{q}-\frac{1}{2}}\left\|X_{j}-\pi_{j}\left(X_{j}\right)\right\|_{2} \tag{3.87}
\end{equation*}
$$

and then

$$
\begin{align*}
\mathbb{P}\left(\left\|X_{j}-\pi_{j}\left(X_{j}\right)\right\|_{q} \geq n^{\frac{1}{q}-\frac{1}{2}} u\right) & \leq \mathbb{P}\left(n^{\frac{1}{q}-\frac{1}{2}}\left\|X_{j}-\pi_{j}\left(X_{j}\right)\right\|_{2} \geq n^{\frac{1}{q}-\frac{1}{2}} u\right)  \tag{3.88}\\
& =\mathbb{P}\left(\left\|X_{j}-\pi_{j}\left(X_{j}\right)\right\|_{2} \geq u\right)
\end{align*}
$$

Therefore it follows from (3.86) that

$$
\begin{align*}
\mathbb{P}\left(\left\|X_{j}-\pi_{j}\left(X_{j}\right)\right\|_{q} \geq u n^{\frac{1}{q}-\frac{1}{2}}\right) & \leq \mathbb{P}(|\mathbf{g}| \geq u)+O\left(n^{-c}\right) \\
& =\frac{2}{\sqrt{2 \pi}} \int_{u}^{\infty} e^{-\frac{1}{2} x^{2}} d x+O\left(n^{-c}\right)  \tag{3.89}\\
& \leq C_{2} e^{-c_{3} u}+C_{3} n^{-c_{4}}
\end{align*}
$$

for some $c_{3}, c_{4}, C_{2}, C_{3}>0$.
Now we can choose $u=t=\sqrt{\ln M}$, where $M>1$, and $\varepsilon=\frac{1}{M}$, then (3.82), (3.84), and (3.85) imply that

$$
\begin{equation*}
\mathbb{P}\left(s_{n}^{(q)}(A)>M \ln M \cdot n^{-\frac{1}{2}}\right) \leq \frac{C}{M^{\alpha}}+c^{n} \tag{3.90}
\end{equation*}
$$

for some $C>0,0<c<1$, and $\alpha>0$. Then let $K:=M \ln M$, thus we have

$$
\begin{equation*}
\mathbb{P}\left(s_{n}^{(q)}(A)>K n^{-\frac{1}{2}}\right) \leq \frac{C(\ln M)^{\alpha}}{K^{\alpha}}+c^{n} \leq \frac{C(\ln (M \ln M))^{\alpha}}{K^{\alpha}}+c^{n}=\frac{C(\ln K)^{\alpha}}{K^{\alpha}}+c^{n} \tag{3.91}
\end{equation*}
$$

if $M \geq e$, that requires $K>e$.
Thus, we have completed the proof of Theorem 3.4.1.
Lastly, we make a table to summarize the results of the probabilistic estimates on the largest and smallest $q$-Singular values of pregaussian random square matrices for $0<q \leq 1$ (see Table 3.1).

Table 3.1: Results obtained on the probabilistic estimates on the largest and smallest $q$ singular values of pregaussian random square matrices for $0<q \leq 1$

| $n \times n$ matrix | Order of largest $q$-singular value | Order of smallest $q$-singular value |
| :---: | :---: | :---: |
| Upper Tail | $n^{\frac{1}{q}}$ | $n^{-\frac{1}{2}}\left(n^{-\frac{1}{q}}\right.$ conjectured) |
| Lower Tail | $n^{\frac{1}{q}}$ | $n^{-\frac{1}{q}}$ |

## Chapter 4

# The Probabilistic Estimates on the Largest p-Singular Value of Pregaussian Random Matrices for $p>1$ 

### 4.1 Introduction

The largest and smallest $q$-singular values of pregaussian random matrices for $0<q \leq 1$ have been studied in [32]. Similar to the $q$-singular value when $0<q \leq 1$, we can define the largest $p$-singular value when $p>1$.

Definition 4.1.1. For an $m \times N$ matrix $A$, the largest $p$-singular value of $A$ denoted as $s_{1}^{(p)}(A)$ is defined as

$$
\begin{equation*}
s_{1}^{(p)}(A):=\sup \left\{\frac{\|A x\|_{p}}{\|x\|_{p}}: x \in \mathbb{R}^{N} \text { with } x \neq 0\right\} \tag{4.1}
\end{equation*}
$$

for given $p>1$.
4.2 Lower Tail Probability of Largest $p$-Singular Value for $p>1$

In [32] we have established the following

Lemma 4.2.1 (Linear bound for partial binomial expansion). For every positive integer $n$,

$$
\begin{equation*}
\sum_{k=\left\lfloor\frac{n}{2}\right\rfloor+1}^{n}\binom{n}{k} x^{k}(1-x)^{n-k} \leq 8 x \tag{4.2}
\end{equation*}
$$

for all $x \in[0,1]$.

The above lemma can be applied to estimate probabilities.

Lemma 4.2.2. Suppose $\xi_{1}, \xi_{2}, \cdots, \xi_{n}$ are i.i.d copies of a random variable $\xi$, then for any $\varepsilon>0$,

$$
\begin{equation*}
\mathbb{P}\left(\sum_{i=1}^{n}\left|\xi_{i}\right|^{p} \leq \frac{n \varepsilon}{2}\right) \leq 8 \mathbb{P}(|\xi| \leq \varepsilon) \tag{4.3}
\end{equation*}
$$

for any given $p>1$.
Proof. Given $p>1$, we have the relation on the probability events that

$$
\begin{equation*}
\left\{\left(\xi_{1}, \cdots \xi_{n}\right): \sum_{i=1}^{n}\left|\xi_{i}\right|^{p} \leq \frac{n \varepsilon}{2}\right\} \tag{4.4}
\end{equation*}
$$

is contained in

$$
\begin{equation*}
\bigcup_{k=\left\lfloor\frac{n}{2}\right\rfloor+1}^{n}\left\{\left(\xi_{1}, \cdots \xi_{n}\right):\left|\xi_{i_{1}}\right|^{p} \leq \varepsilon, \cdots\left|\xi_{i_{k}}\right|^{p} \leq \varepsilon,\left|\xi_{i_{k+1}}\right|^{p}>\varepsilon, \cdots\left|\xi_{i_{n}}\right|^{p}>\varepsilon\right\}:=\mathcal{E} \tag{4.5}
\end{equation*}
$$

where $\left\{i_{1}, i_{2}, \cdots, i_{k}\right\}$ is a subset of $\{1,2 \cdots, n\}$ and $\left\{i_{k+1}, \cdots, i_{n}\right\}$ is its complement.
Let $x=\mathbb{P}\left(\left|\xi_{1}\right|^{p} \leq \varepsilon\right)$, then by the union probability,

$$
\begin{equation*}
\mathbb{P}(\mathcal{E})=\sum_{k=\left\lfloor\frac{n}{2}\right\rfloor+1}^{n}\binom{n}{k} x^{k}(1-x)^{n-k} \tag{4.6}
\end{equation*}
$$

and applying Lemma 4.2.1, we have

$$
\begin{equation*}
\mathbb{P}(\mathcal{E}) \leq 8 x=8 \mathbb{P}\left(\left|\xi_{1}\right| \leq \varepsilon\right) \tag{4.7}
\end{equation*}
$$

Since the event (4.4) is contained in the event (4.5),

$$
\begin{equation*}
\mathbb{P}\left(\sum_{i=1}^{n}\left|\xi_{i}\right|^{p} \leq \frac{n \varepsilon}{2}\right) \leq \mathbb{P}(\mathcal{E}) \leq 8 \mathbb{P}\left(\left|\xi_{1}\right|^{p} \leq \varepsilon\right) \tag{4.8}
\end{equation*}
$$

To estimate the lower tail probability of the largest $p$-singular value, we have
Theorem 4.2.3 (Lower tail probability of the largest $p$-singular value, $p>1$ ). Let $\xi$ be $a$ pregaussian random variable normalized to have variance 1 and $A$ be an $m \times N$ matrix with i.i.d. copies of $\xi$ in its entries, then for every $p>1$ and any $\varepsilon>0$, there exists $\gamma>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(p)}(A) \leq \gamma m^{\frac{1}{p}}\right) \leq \varepsilon \tag{4.9}
\end{equation*}
$$

in which $\gamma$ only depends on $p, \varepsilon$ and the pregaussian random variable $\xi$.

Proof. Since $a_{i j}$ is pregaussian with variance 1 , then any $\varepsilon>0$, there is some $\delta>0$, such that

$$
\begin{equation*}
\mathbb{P}\left(\left|a_{i j}\right|^{p} \leq \delta\right) \leq \frac{\varepsilon}{8} \tag{4.10}
\end{equation*}
$$

But we know

$$
\begin{equation*}
s_{1}^{(p)}(A) \geq\left(\sum_{i=1}^{m}\left|a_{i j}\right|^{p}\right)^{\frac{1}{p}} \tag{4.11}
\end{equation*}
$$

for all $j$, because by the definition of the largest $p$-singular value 4.1.1, choosing $x$ to be the standard basis vectors of $\mathbb{R}^{N}$ gives us $\max _{j}\left(\sum_{i=1}^{m}\left|a_{i j}\right|^{p}\right)^{\frac{1}{p}} \leq s_{1}^{(p)}(A)$. Therefore, by Lemma 4.2.2,

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(p)}(A) \leq\left(\frac{\delta}{2}\right)^{\frac{1}{p}} m^{\frac{1}{p}}\right) \leq \mathbb{P}\left(\sum_{i=1}^{m}\left|a_{i j_{0}}\right|^{p} \leq \frac{m \delta}{2}\right) \leq 8 \mathbb{P}\left(\left|a_{i j}\right|^{p} \leq \delta\right) \leq \varepsilon \tag{4.12}
\end{equation*}
$$

Thus let $\gamma=\left(\frac{\delta}{2}\right)^{\frac{1}{p}}$, then (4.9) follows.

### 4.3 Upper tail probability of the largest $p$-Singular value for $p>1$

For the upper tail probability of the largest $p$-singular value, $p>1$, we can derive the following lemma first by using the Minkowski inequality and discrete Hölder inequality.

Lemma 4.3.1. For $p \geq 1$, (2.17) defines a norm on the space of $m \times N$ matrices and

$$
\begin{equation*}
\max _{j}\left\|a_{j}\right\|_{p} \leq s_{1}^{(p)}(A) \leq N^{\frac{p-1}{p}} \max _{j}\left\|a_{j}\right\|_{p} \tag{4.13}
\end{equation*}
$$

in which $a_{j}, j=1,2, \cdots, N$, are the column vectors of $A$.

Applying the above lemma, an estimate we can derive easily is the following

Theorem 4.3.2 (Upper tail probability of the largest $p$-singular value of Bernoulli random matrices, $p>1$ ). Let $\xi$ be a Bernoulli random variable normalized to have variance 1 and $A$ be an $m \times N$ matrix with i.i.d. copies of $\xi$ in its entries, then

$$
\begin{equation*}
m^{\frac{1}{p}} \leq s_{1}^{(p)}(A) \leq m^{\frac{1}{p}} N^{\frac{p-1}{p}} \tag{4.14}
\end{equation*}
$$

For the more general rectangular matrices, we have

Theorem 4.3.3 (Upper tail probability of the largest $p$-singular value of rectangular matrices, $1<p \leq 2$ ). Let $\xi$ be a pregaussian variable normalized to have variance 1 and $A$ is an $m \times N$ matrix with i.i.d. copies of $\xi$ in its entries, then for every $1<p \leq 2$ and any $\varepsilon>0$, there exists $K>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(p)}(A) \geq K\left(m^{\frac{1}{p}}+m^{\frac{1}{p}-\frac{1}{2}} N^{\frac{1}{2}}\right)\right) \leq \varepsilon \tag{4.15}
\end{equation*}
$$

where $K$ only depends on $p, \varepsilon$ and the pregaussian variable $\xi$.
Proof. By the discrete Hölder inequality and the definition of the largest $p$-singular value,

$$
\begin{equation*}
s_{1}^{(p)}(A)=\sup _{x \in \mathbb{R}^{N}, x \neq 0} \frac{\|A x\|_{p}}{\|x\|_{p}} \leq \sup _{x \in \mathbb{R}^{N}, x \neq 0} \frac{m^{\frac{1}{p}-\frac{1}{2}}\|A x\|_{2}}{\|x\|_{2}}=m^{\frac{1}{p}-\frac{1}{2}} s_{1}^{(2)}(A) \tag{4.16}
\end{equation*}
$$

We also know that there exists $K>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(2)}(A) \geq K\left(m^{\frac{1}{2}}+N^{\frac{1}{2}}\right)\right) \leq \varepsilon \tag{4.17}
\end{equation*}
$$

Therefore, we have

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(p)}(A) \geq K\left(m^{\frac{1}{p}}+m^{\frac{1}{p}-\frac{1}{2}} N^{\frac{1}{2}}\right)\right) \leq \mathbb{P}\left(s_{1}^{(2)}(A) \geq K\left(m^{\frac{1}{2}}+N^{\frac{1}{2}}\right)\right) \leq \varepsilon \tag{4.18}
\end{equation*}
$$

Using the duality lemma on the largest $p$-singular value, we have

Theorem 4.3.4 (Lower tail probability of the largest $p$-singular value of rectangular matrices, $p>2$ ). Let $\xi$ be a pregaussian random variable normalized to have variance 1 and $A$ be an $m \times N$ matrix with i.i.d. copies of $\xi$ in its entries, then for every $p>2$ and any $\varepsilon>0$, there exists $\gamma>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(p)}(A) \leq \gamma m^{\frac{p-1}{p}}\right) \leq \varepsilon \tag{4.19}
\end{equation*}
$$

in which $\gamma$ only depends on $p, \varepsilon$ and the pregaussian random variable $\xi$.

Also, we have the upper tail probability of the largest $p$-singular value of rectangular matrices for $p>2$.

Theorem 4.3.5 (Upper tail probability of the largest $p$-singular value of rectangular matrices, $p>2$ ). Let $\xi$ be a pregaussian variable normalized to have variance 1 and $A$ is an $m \times N$ matrix with i.i.d. copies of $\xi$ in its entries, then for every $p>2$ and any $\varepsilon>0$, there exists $K>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(s_{1}^{(p)}(A) \geq K\left(N^{\frac{p-1}{p}}+m^{\frac{1}{2}} N^{\frac{p-2}{2 p}}\right)\right) \leq \varepsilon \tag{4.20}
\end{equation*}
$$

where $K$ only depends on $p, \varepsilon$ and the pregaussian variable $\xi$.
Remark 4.3.6. In particular, for $p=\infty, s_{1}^{(\infty)}(A)$ is approximately $O(n)$. For some numerical experiments, see Appendix C.

## Chapter 5

## Modified Restricted Isometry Property and Sparse Recovery

### 5.1 1-Modified Restricted Isometry Property

For an integer $s \leq n$, the restricted isometry constant $\delta_{s}(A)$ is the smallest number $\delta$ which satisfies

$$
(1-\delta)\|x\|^{2} \leq\|A x\|^{2} \leq(1+\delta)\|x\|^{2}
$$

for all $x \in \mathbb{R}^{n}$, $\mid$ support $(x) \mid \leq s$. Equivalently, the inequality

$$
\sqrt{1-\delta} \leq s_{\min }\left(A_{S}\right) \leq s_{\max }\left(A_{S}\right) \leq \sqrt{1+\delta}
$$

holds for any $m \times s$ submatrix $A_{S}$.
In an earlier version of [21], Foucart and Lai defined the so-called $s$-th $q$-modified restricted isometry property,

$$
\begin{equation*}
(1-\delta) / / x / /_{f, q}^{q} \leq\|A x\|_{q}^{q} \leq(1+\delta) / / x / \|_{f, q}^{q} \tag{5.1}
\end{equation*}
$$

for all $x \in \mathbb{R}^{N}$ and $\|x\|_{0}<s$. On the other hand, in [11], the $q$-restricted isometry property,

$$
\begin{equation*}
\left(1-\delta_{s}\right)\|x\|_{2}^{q} \leq\|A x\|_{q}^{q} \leq\left(1+\delta_{s}\right)\|x\|_{2}^{q} \tag{5.2}
\end{equation*}
$$

for all $x \in \mathbb{R}^{N}$ and $\|x\|_{0}<s$ was defined. But in order to study the sparse recovery via $\ell_{q}$-minimization, we want to use $\|x\|_{q}$ instead of $/ / x / / f, q$, so we define

Definition 5.1.1. An $m \times N$ matrix $A$ is said to have the $s$-th $q$-restricted isometry property, if

$$
\begin{equation*}
\left(1-\delta_{s}\right)\|x\|_{q}^{q} \leq\|A x\|_{q}^{q} \leq\left(1+\delta_{s}\right)\|x\|_{q}^{q} \tag{5.3}
\end{equation*}
$$

for all $x \in \mathbb{R}^{N}$ and $\|x\|_{0}<s$.

In an earlier version of [21] Foucart and Lai also introduced the new quasinorm

$$
\begin{equation*}
/ / x / / f, q:=\left(\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left|\sum_{i=1}^{N} t_{i} x_{i}\right|^{q} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{q}} \tag{5.4}
\end{equation*}
$$

for any pregaussian distribution probability density function $f$ and $q>0$, and showed that, for any $x \in \mathbb{R}^{N}$ and $0<q \leq \frac{1}{3}$, the probability that $x$ satisfies the $q$-modified restricted isometry property,

$$
\begin{equation*}
\mathbb{P}\left((1-\varepsilon) m / / x /\left\|_{f, q}^{q} \leq\right\| A x\left\|_{q}^{q} \leq(1+\varepsilon) m / / x /\right\|_{f, q}^{q}\right) \geq 1-2 e^{-\kappa m \varepsilon^{2}} \tag{5.5}
\end{equation*}
$$

for some $\kappa>0$ independent of $q$ and $f$.
However, if we consider the case that $q=1$ (for the sake of clearness, we will present the result for general $0<q \leq 1$ in the later section), we have the following

Theorem 5.1.2. Suppose that $A$ is an $m \times N$ matrix whose entries are independent and identically-distributed copies of a symmetric pregaussian random variable with probability density function $f$. Then

$$
\begin{equation*}
\mathbb{P}\left((1-\varepsilon) m / / x / / f, 1 \leq\|A x\|_{1} \leq(1+\varepsilon) m / / x / / f, 1\right) \geq 1-2 e^{-\kappa \frac{m}{\sqrt{N}} \varepsilon^{2}} \tag{5.6}
\end{equation*}
$$

for any $0<\varepsilon<1$ and some $\kappa>0$ dependent of $f$.
First of all, it turns out that the quasinorm (5.4) has the following properties
Lemma 5.1.3. For any $x \in \mathbb{R}^{N}$, and even probability density function $f$,

1. $/ / x / / f, 2=\sigma\|x\|_{2}$, in which $\sigma^{2}$ is the variance of the even probability density function $f$;
2. $/ / x_{\|} \|_{f, q} \leq / / x_{\|} f_{f, q^{\prime}}$ for any $0<q \leq q^{\prime}$;
3. $/ / x / / f, q \leq N^{\frac{1}{q}} \sigma_{q}^{\frac{1}{q}}\|x\|_{p}$, in which $\frac{1}{p}+\frac{1}{q}=1$ for $p, q \geq 1$ and $\sigma_{q}$ is the $q$-th absolute moment of the probability density function $f$,

$$
\begin{equation*}
\sigma_{q}:=\int_{-\infty}^{\infty}|t|^{q} f(t) d t \tag{5.7}
\end{equation*}
$$

4. $/ / x / /{ }_{f, q} \leq\|x\|_{q} \sigma_{q, p}^{\frac{1}{q}}$, in which

$$
\begin{equation*}
\sigma_{q, p}:=\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \sum_{i=1}^{N}\left(\left|t_{1}\right|^{q}+\cdots+\left|t_{N}\right|^{q}\right)^{\frac{q}{p}} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N} \tag{5.8}
\end{equation*}
$$

and $\frac{1}{p}+\frac{1}{q}=1$ for $p, q \geq 1$.
Proof. By the definition,

$$
\begin{align*}
/ / x / / f, 2= & \left(\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left|\sum_{i=1}^{N} t_{i} x_{i}\right|^{2} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{2}} \\
= & \left(\int _ { - \infty } ^ { \infty } \cdots \int _ { - \infty } ^ { \infty } \left(\sum_{i=1}^{N} x_{i}^{2} t_{i}^{2}\right.\right. \\
& \left.\left.\quad+\sum_{i, j=1, i \neq j}^{N} x_{i} x_{j} t_{i} t_{j}\right) f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{2}}  \tag{5.9}\\
= & \left(\sum_{i=1}^{N} x_{i}^{2} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} t_{i}^{2} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{2}} \\
= & \sigma\|x\|_{2}
\end{align*}
$$

since $f$ is even, thus we obtain (1).
For (2), we can just use Hölder's inequality in the probability measure associated with the density function,

$$
\begin{align*}
/ / x / / f, q= & \left(\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left|\sum_{i=1}^{N} t_{i} x_{i}\right|^{q} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{q}} \\
\leq & \left(\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left|\sum_{i=1}^{N} t_{i} x_{i}\right|^{q^{\prime}} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{q^{\prime}}} \\
& \cdot\left(\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} 1 \cdot f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{q}-\frac{1}{q^{\prime}}}  \tag{5.10}\\
= & \left(\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left|\sum_{i=1}^{N} t_{i} x_{i}\right|^{q^{\prime}} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{q^{\prime}}} \cdot 1 \\
= & / / x / / f, q^{\prime}
\end{align*}
$$

Again, by the discrete Hölder inequality,

$$
\begin{align*}
/ / x / / f, q & =\left(\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left|\sum_{i=1}^{N} t_{i} x_{i}\right|^{q} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{q}} \\
& \leq\left(\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left(\sum_{i=1}^{N}\left|t_{i}\right|^{q}\right)\left(\sum_{i=1}^{N}\left|x_{i}\right|^{p}\right)^{\frac{q}{p}} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{q}}  \tag{5.11}\\
& =\|x\|_{p}\left(\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left(\sum_{i=1}^{N}\left|t_{i}\right|^{q}\right) f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{q}} \\
& =N^{\frac{1}{q}} \sigma_{q}^{\frac{1}{q}}\|x\|_{p},
\end{align*}
$$

which yields (3).

By the same token, (4) is obtained as follows,

$$
\begin{align*}
/ / x / / f, q & =\left(\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left|\sum_{i=1}^{N} t_{i} x_{i}\right|^{q} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{q}} \\
& \leq\left(\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left(\sum_{i=1}^{N}\left|x_{i}\right|^{q}\right)\left(\sum_{i=1}^{N}\left|t_{i}\right|^{p}\right)^{\frac{q}{p}} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{q}}  \tag{5.12}\\
& =\|x\|_{q}\left(\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left(\sum_{i=1}^{N}\left|t_{i}\right|^{p}\right)^{\frac{q}{p}} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{q}} \\
& =\|x\|_{q} \sigma_{q, p}^{\frac{1}{q}} .
\end{align*}
$$

In addition, the following useful lemmas were established in an earlier version of [21] by Foucart and Lai.

Lemma 5.1.4 ([21]). JFor any $x \in \mathbb{R}^{N}$ and $q \geq 1, / / x / / f, q \leq\|x\|_{1} \sigma_{q}^{\frac{1}{q}}$.

Proof. By Jensen's inequality and the convexity of the function $u \rightarrow u^{q}$ for $q \geq 1$,

$$
\begin{align*}
\| x / / f, q & =\left(\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left|\sum_{i=1}^{N} t_{i} x_{i}\right|^{q} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{q}} \\
& =\|x\|_{1}\left(\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left|\sum_{i=1}^{N} t_{i} \frac{x_{i}}{\|x\|_{1}}\right|^{q} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{q}}  \tag{5.13}\\
& \leq\|x\|_{1}\left(\sum_{i=1}^{N} \frac{\left|x_{i}\right|}{\|x\|_{1}} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left|t_{i}\right|^{q} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}\right)^{\frac{1}{q}} \\
& =\|x\|_{1} \sigma_{q}^{\frac{1}{q}} .
\end{align*}
$$

Now, let us compare $/ / x / / f, q$ and $\|x\|_{2}$.

Lemma 5.1.5 (Comparison with $\left.\ell_{2},[21]\right)$. There exist $c_{q}, C_{q}>0$ such that

$$
\begin{equation*}
c_{q}\|x\|_{2}^{q} \leq\|x /\|_{f, q}^{q} \leq C_{q}\|x\|_{2}^{q} \tag{5.14}
\end{equation*}
$$

for all $x \in \mathbb{R}^{N}$.

Now let's prove Theorem 5.1.2.

Proof. [Proof of Theorem 5.1.2] Let $X_{i}:=\left|\sum_{j=1}^{N} a_{i j} x_{j}\right|$ and $\xi_{i}:=X_{i}-\mathbb{E} X_{i}$, then

$$
\begin{equation*}
\sum_{i=1}^{m} \xi_{i}=\|A x\|_{1}-m / / x / / f, 1 \tag{5.15}
\end{equation*}
$$

because

$$
\begin{equation*}
/ / x / / f, 1=\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left|\sum_{i=1}^{N} t_{i} x_{i}\right| f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}=\mathbb{E} X_{i} \tag{5.16}
\end{equation*}
$$

Obviously $\mathbb{E} \xi_{i}=0$ and

$$
\begin{equation*}
\mathbb{E} \xi_{i}^{2}=\mathbb{E} X_{i}^{2}-\left(\mathbb{E} X_{i}\right)^{2}=/ / x / /{ }_{f, 2}^{2}-/ / x / /{ }_{f, 1}^{2}:=\nu^{2}<\infty \tag{5.17}
\end{equation*}
$$

since $\mathbb{E}\left|a_{i j}\right|^{k} \leq k!\lambda^{k}$ for some $\lambda>0$. Moreover,

$$
\begin{equation*}
\mathbb{E} \xi_{i}^{k}=\mathbb{E}\left(X_{i}-\mathbb{E} X_{i}\right)^{k}=\sum_{j=0}^{k}(-1)^{k-j}\binom{k}{j} \mathbb{E}\left(X_{i}^{j}\right) / / x / /{ }_{f, 1}^{k-j}, \tag{5.18}
\end{equation*}
$$

but by Lemma 5.1.4 we have

$$
\begin{equation*}
\mathbb{E}\left(X_{i}^{j}\right) \leq\|x\|_{1}^{j} \sigma_{j} \leq j!\left(\lambda\|x\|_{1}\right)^{j} \tag{5.19}
\end{equation*}
$$

Therefore

$$
\begin{align*}
\left|\mathbb{E} \xi_{i}^{k}\right| & \leq \sum_{j=0}^{k}\binom{k}{j} j!\left(\lambda\|x\|_{1}\right)^{j} / / x \|^{k-j} \\
& \leq k!\sum_{j=0}^{k}\binom{k}{j}\left(\lambda\|x\|_{1}\right)^{j}\left(\|x\|_{1} \sigma_{1}\right)^{k-j}  \tag{5.20}\\
& \leq k!\sum_{j=0}^{k}\binom{k}{j}\left(\lambda\|x\|_{1}\right)^{j}\left(\lambda\|x\|_{1}\right)^{k-j} \\
& =k!\left(2 \lambda\|x\|_{1}\right)^{k}
\end{align*}
$$

by Lemma 5.1.4 again.
Now let $H:=2 \lambda| | x \|_{1}$, then $\left|\mathbb{E} \xi_{i}^{k}\right| \leq k!H^{k}$. Applying the Bernstein inequality (see for instance [10] and [30]), we have

$$
\begin{equation*}
\mathbb{P}\left(\left|\|A x\|_{1}-m / / x / / f, 1\right|>t\right) \leq 2 \exp \left(-\frac{t^{2}}{2\left(t H+m \nu^{2}\right)}\right) . \tag{5.21}
\end{equation*}
$$

Then we can choose $t=\varepsilon m / / x / / f, 1$, thus

$$
\begin{align*}
\mathbb{P}\left(\left|\|A x\|_{1}-m / / x / / f_{f, 1}\right|>\varepsilon m / / x / / f, 1\right) & \leq 2 \exp \left(-\frac{\varepsilon^{2} m^{2} / / x \|_{f, 1}^{2}}{2\left(\varepsilon m / / x / / f, 1 H+m \nu^{2}\right)}\right)  \tag{5.22}\\
& =2 \exp \left(-\frac{\varepsilon^{2} m / / x / \|_{f, 1}^{2}}{2\left(\varepsilon / / x / / f, 1 H+\nu^{2}\right)}\right) .
\end{align*}
$$

By Lemma 5.1.3, //x//f,2 $=\sigma\|x\|_{2}$ in which $\sigma^{2}$ is the variance of the even probability density function $f$, and $/ / x \|_{f, 2} \geq / / x / /{ }_{f, 1}$, and by Lemma 2.3 in [21],

$$
\begin{equation*}
/ / x / / f, 1 \geq c_{1}\|x\|_{2}=\frac{2^{\frac{1}{2}} \sigma_{1}}{\sqrt{\pi}} \min \left(\Gamma\left(\frac{3}{2}\right), \Gamma(1)\right)\|x\|_{2}=\frac{\sqrt{2}}{2} \sigma_{1}\|x\|_{2} \tag{5.23}
\end{equation*}
$$

in which $\sigma_{1}$ is the first absolute moment of the probability density function $f$, hence

$$
\left.\begin{array}{rl}
2 \exp \left(-\frac{\varepsilon^{2} m / / x \|_{f, 1}^{2}}{2\left(\varepsilon / / x / \|_{f, 1} H+\nu^{2}\right.}\right) & \leq 2 \exp \left(-\frac{\varepsilon^{2} m / / x / \|_{f, 1}^{2}}{2\left(\varepsilon / / x / / f, 2 H+/ x \|_{f, 2}^{2}\right)}\right) \\
& =2 \exp \left(-\frac{\varepsilon^{2} m / / x \|_{f, 1}^{2}}{2\left(\varepsilon \sigma\|x\|_{2} H+\sigma^{2}\|x\|_{2}^{2}\right)}\right. \tag{5.24}
\end{array}\right)
$$

## Furthermore

$$
\begin{align*}
2 \exp \left(-\frac{\varepsilon^{2} m \sigma_{1}^{2}\|x\|_{2}}{4 \sigma\left(\varepsilon H+\sigma\|x\|_{2}\right)}\right) & =2 \exp \left(-\frac{\varepsilon^{2} m \sigma_{1}^{2}\|x\|_{2}}{4 \sigma\left(2 \varepsilon \lambda\|x\|_{1}+\sigma\|x\|_{2}\right)}\right) \\
& \leq 2 \exp \left(-\frac{\varepsilon^{2} m \sigma_{1}^{2}\|x\|_{2}}{4 \sigma\left(2 \varepsilon \lambda \sqrt{N}\|x\|_{2}+\sigma\|x\|_{2}\right)}\right)  \tag{5.25}\\
& =2 \exp \left(-\frac{\varepsilon^{2} m \sigma_{1}^{2}}{4 \sigma(2 \varepsilon \lambda \sqrt{N}+\sigma)}\right) .
\end{align*}
$$

Thus, the combination of (5.22), (5.24) and (5.25) yields

$$
\begin{align*}
\mathbb{P}\left(\left|\|A x\|_{1}-m / / x / / f, 1\right|>\varepsilon m / / x / / f, 1\right) & \leq 2 \exp \left(-\frac{\sigma_{1}^{2}}{4 \sigma(2 \varepsilon \lambda+\sigma / \sqrt{N})} \cdot \frac{\varepsilon^{2} m}{\sqrt{N}}\right) \\
& \leq 2 \exp \left(-\frac{\sigma_{1}^{2}}{4 \sigma(2 \lambda+\sigma)} \cdot \frac{\varepsilon^{2} m}{\sqrt{N}}\right)  \tag{5.26}\\
& =2 e^{-\kappa \frac{m}{\sqrt{N}} \varepsilon^{2}},
\end{align*}
$$

where $\kappa:=\frac{\sigma_{1}^{2}}{4 \sigma(2 \lambda+\sigma)}$ dependent only of $f$, as desired.
We can see from (5.26) that the additional assumption $\frac{\sqrt{N}}{m}=o(1)$ will give us the exponential decay, so we have the following

Corollary 5.1.6. If $N^{\frac{1}{2}} \ll m \ll N$, then we have the exponential decay for the tail probability

$$
\begin{equation*}
\mathbb{P}\left(\left|\|A x\|_{1}-m / / x / / f, 1\right|>\varepsilon m / / x / / f, 1\right) \leq 2 e^{-\kappa \varepsilon^{2}} \tag{5.27}
\end{equation*}
$$

for some some $\kappa>0$ dependent of $f$.
and the following corollary on square matrices

Corollary 5.1.7. If $A$ is an $n \times n$ matrix whose entries are independent and identicallydistributed copies of a symmetric pregaussian random variable with probability density function $f$. Then

$$
\begin{equation*}
\mathbb{P}\left((1-\varepsilon) n / / x / / f_{f, 1} \leq\|A x\|_{1} \leq(1+\varepsilon) n / / x / / f, 1\right) \geq 1-2 e^{-\kappa \sqrt{n} \varepsilon^{2}} \tag{5.28}
\end{equation*}
$$

for any $0<\varepsilon<1$ and some $\kappa>0$ dependent of $f$.

## $5.2 q$-modified Isometry Property

We can actually prove generally for $0<q \leq 1$.

Theorem 5.2.1. Suppose that $A$ is an $m \times N$ matrix whose entries are independent and identically-distributed copies of a symmetric pregaussian random variable with probability density function $f$. Then

$$
\begin{equation*}
\mathbb{P}\left((1-\varepsilon) m / / x / /{ }_{f, q}^{q} \leq\|A x\|_{q}^{q} \leq(1+\varepsilon) m / / x / \|_{f, q}^{q}\right) \geq 1-2 e^{-\kappa m N^{-\frac{q}{2} \varepsilon^{2}}} \tag{5.29}
\end{equation*}
$$

for any $0<\varepsilon<1$ and $0<q \leq 1$, and some $\kappa>0$ dependent of $f$ and $q$.
Proof. Let $X_{i}:=\left|\sum_{j=1}^{n} a_{i j} x_{j}\right|^{q}$ and $\xi_{i}:=X_{i}-\mathbb{E} X_{i}$. Since

$$
\begin{equation*}
/ / x / /{ }_{f, q}^{q}=\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty}\left|\sum_{i=1}^{N} t_{i} x_{i}\right|^{q} f\left(t_{1}\right) \cdots f\left(t_{N}\right) d t_{1} \cdots d t_{N}=\mathbb{E} X_{i} . \tag{5.30}
\end{equation*}
$$

then

$$
\begin{equation*}
\sum_{i=1}^{m} \xi_{i}=\|A x\|_{q}^{q}-m\|x\|_{f, q}^{q} \tag{5.31}
\end{equation*}
$$

Obviously $\mathbb{E} \xi_{i}=0$ and

$$
\begin{equation*}
\mathbb{E} \xi_{i}^{2}=\mathbb{E} X_{i}^{2}-\left(\mathbb{E} X_{i}\right)^{2}=/ / x / \int_{f, 2 q}^{2 q}-/ / x /{ }_{f, q}^{2 q}:=\nu^{2}<\infty \tag{5.32}
\end{equation*}
$$

because $\mathbb{E}\left|a_{i j}\right|^{k} \leq k!\lambda^{k}$ for some $\lambda>0$. Moreover,

$$
\begin{equation*}
\mathbb{E} \xi_{i}^{k}=\mathbb{E}\left(X_{i}-\mathbb{E} X_{i}\right)^{k}=\sum_{j=0}^{k}(-1)^{k-j}\binom{k}{j} \mathbb{E}\left(X_{i}^{j}\right) / / x / /{ }_{f, q}^{q(k-j)}, \tag{5.33}
\end{equation*}
$$

but by (2) of Lemma 5.1.3 and Lemma 5.1.4 we have

$$
\begin{equation*}
\mathbb{E}\left(X_{i}^{j}\right)=/ / x / /{ }_{f, q j}^{q j} \leq / / x / /{ }_{f, j}^{q j} \leq\left(\|x\|_{1}^{j} \sigma_{j}\right)^{q} \leq(j!)^{q}\left(\lambda\|x\|_{1}\right)^{q j} \leq j!\left(\lambda\|x\|_{1}\right)^{q j} \tag{5.34}
\end{equation*}
$$

Therefore

$$
\begin{align*}
\left|\mathbb{E} \xi_{i}^{k}\right| & \leq \sum_{j=0}^{k}\binom{k}{j} j!\left(\lambda\|x\|_{1}\right)^{q j} / / x / \|_{f, q}^{q(k-j)} \\
& \leq k!\sum_{j=0}^{k}\binom{k}{j}\left(\lambda\|x\|_{1}\right)^{q j} / / x / / \begin{array}{l}
q(k-j) \\
f, 1
\end{array} \\
& =k!\sum_{j=0}^{k}\binom{k}{j}\left(\lambda\|x\|_{1}\right)^{q j}\left(\|x\|_{1} \sigma_{1}\right)^{q(k-j)}  \tag{5.35}\\
& \leq k!\sum_{j=0}^{k}\binom{k}{j}\left(\lambda\|x\|_{1}\right)^{q j}\left(\lambda\|x\|_{1}\right)^{q(k-j)} \\
& =k!\left(2\left(\lambda\|x\|_{1}\right)^{q}\right)^{k}
\end{align*}
$$

by (2) of Lemma 5.1.3 and Lemma 5.1.4 again.
Now let $H:=2\left(\lambda\|x\|_{1}\right)^{q}$, then $\left|\mathbb{E} \xi_{i}^{k}\right| \leq k!H^{k}$. Applying the Bernstein inequality, we have

$$
\begin{equation*}
\mathbb{P}\left(\left|\|A x\|_{q}^{q}-m / / x / \|_{f, q}^{q}\right|>t\right) \leq 2 \exp \left(-\frac{t^{2}}{2\left(t H+m \nu^{2}\right)}\right) . \tag{5.36}
\end{equation*}
$$

Then we can choose $t=\varepsilon m / / x / \|_{f, q}^{q}$, thus

$$
\begin{align*}
\mathbb{P}\left(\left|\|A x\|_{q}^{q}-m\|x\|_{f, q}^{q}\right|>\varepsilon m / / x \|_{f, q}^{q}\right) & \leq 2 \exp \left(-\frac{\varepsilon^{2} m^{2} / / x \|_{f, q}^{2 q}}{2\left(\varepsilon m / / x / \|_{f, q}^{q} H+m \nu^{2}\right)}\right)  \tag{5.37}\\
& =2 \exp \left(-\frac{\varepsilon^{2} m / / x \|_{f, q}^{2 q}}{2\left(\varepsilon\|x /\|_{f, q}^{q} H+\nu^{2}\right)}\right) .
\end{align*}
$$

By Lemma 5.1.3, //x//f,2 $=\sigma\|x\|_{2}$ in which $\sigma^{2}$ is the variance of the even probability density function $f$, and $/ / x / /{ }_{f, 2} \geq / / x / / f, 1$, and by Lemma 2.3 in [21],

$$
\begin{equation*}
c_{q}\|x\|_{2}^{q} \leq\|x\|_{f, q}^{q} \leq C_{q}\|x\|_{2}^{q} \tag{5.38}
\end{equation*}
$$

in which

$$
\begin{equation*}
c_{q}=\frac{2^{\frac{q}{2}} \sigma_{q}}{\sqrt{\pi}} \min \left(\Gamma\left(\frac{3}{2}\right), \Gamma\left(\frac{q+1}{2}\right)\right)=\frac{2^{\frac{q}{2}} \sigma_{q}}{\sqrt{\pi}} \Gamma\left(\frac{3}{2}\right)=2^{\frac{q-2}{2}} \sigma_{q} \tag{5.39}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{q}=\frac{2^{\frac{q}{2}} \sigma_{2}^{\frac{q}{2}}}{\sqrt{\pi}} \max \left(\Gamma\left(\frac{3}{2}\right), \Gamma\left(\frac{q+1}{2}\right)\right)=\frac{(\sqrt{2} \sigma)^{q}}{\sqrt{\pi}} \Gamma\left(\frac{q+1}{2}\right) \tag{5.40}
\end{equation*}
$$

since $\Gamma\left(\frac{3}{2}\right)<\Gamma\left(\frac{q+1}{2}\right)$ for $0<q \leq 1$ (see for example [35]). Hence by (1) and (2) of Lemma 5.1.3 again,

$$
\left.\begin{array}{rl}
2 \exp \left(-\frac{\varepsilon^{2} m / / x \|_{f, q}^{2 q}}{2\left(\varepsilon / x / \|_{f, q}^{q} H+\nu^{2}\right)}\right) & \leq 2 \exp \left(-\frac{\varepsilon^{2} m\|x\|_{f, q}^{2 q}}{2\left(\varepsilon /\|x\|_{f, q}^{q} H+\|x\|_{f, 2 q}^{2 q}\right)}\right.
\end{array}\right)
$$

Furthermore,

$$
\begin{align*}
2 \exp \left(-\frac{\varepsilon^{2} m c_{q}^{2}\|x\|_{2}^{q}}{2\left(\varepsilon C_{q} H+\sigma^{2 q}\|x\|_{2}^{q}\right)}\right) & =2 \exp \left(-\frac{\varepsilon^{2} m c_{q}^{2} \| x x_{2}^{q}}{2\left(2 \varepsilon C_{q}\left(\lambda\|x\|_{1}\right)^{2}+\sigma^{2 q}\|x\|_{2}^{q}\right)}\right) \\
& \leq 2 \exp \left(-\frac{\varepsilon^{2} m c_{4}^{2}\|x\|_{2}^{q}}{2\left(2 \varepsilon C_{q}\left(\lambda \sqrt{N}\|x\|_{2}\right)^{q}+\sigma^{2 q}\|x\|_{2}^{q}\right)}\right)  \tag{5.42}\\
& =2 \exp \left(-\frac{\varepsilon^{2} m c_{q}^{2}}{2\left(2 \varepsilon C_{q}(\lambda \sqrt{N})^{q}+\sigma^{2 q}\right)}\right) .
\end{align*}
$$

Finally, the combination of (5.37), (5.41) and (5.42) yields

$$
\begin{align*}
\mathbb{P}\left(\left|\|A x\|_{q}^{q}-m / / x / /{ }_{f, q}^{q}\right|>\varepsilon m / / x / / f_{f, q}^{q}\right) & \leq 2 \exp \left(-\frac{c_{q}^{2} \cdot m N^{-\frac{q}{2}} \varepsilon^{2}}{2\left(2 \varepsilon C_{q} \lambda^{q}+\sigma^{2 q} / N^{\frac{q}{2}}\right)}\right) \\
& \leq 2 \exp \left(-\frac{c_{q}^{2}}{2\left(2 C_{q} \lambda^{q}+\sigma^{2 q}\right)} \cdot m N^{-\frac{q}{2}} \varepsilon^{2}\right)  \tag{5.43}\\
& =2 e^{-\kappa m N^{-\frac{q}{2}} \varepsilon^{2}},
\end{align*}
$$

where $\kappa:=\frac{c_{q}^{2}}{2\left(2 C_{q} \lambda^{q}+\sigma^{2 q}\right)}$ dependent only of $f$, and the claim follows.
Also, we have
Corollary 5.2.2. If $N^{\frac{q}{2}} \ll m \ll N, 0<q \leq 1$, then we have the exponential decay for the tail probability

$$
\begin{equation*}
\mathbb{P}\left(\left|\|A x\|_{q}^{q}-m / / x / /{ }_{f, q}^{q}\right|>\varepsilon m / / x / /{ }_{f, q}^{q}\right) 2 e^{-\kappa \varepsilon^{2}} \tag{5.44}
\end{equation*}
$$

for some some $\kappa>0$ dependent of $f$ and $q$.
and the following corollary on square matrices

Corollary 5.2.3 (q-modified RIP for square matrices). If $A$ is an $n \times n$ matrix whose entries are independent and identically-distributed copies of a symmetric pregaussian random variable with probability density function $f$. Then

$$
\begin{equation*}
\mathbb{P}\left((1-\varepsilon) m / / x / /\left\|_{f, q}^{q} \leq\right\| A x \|_{q}^{q} \leq(1+\varepsilon) m / / x / /_{f, q}^{q}\right) \geq 1-2 e^{-\kappa n^{\frac{2-q}{2} \varepsilon^{2}}} \tag{5.45}
\end{equation*}
$$

for any $0<\varepsilon<1$ and some $\kappa>0$ dependent of $f$ and $q, 0<q \leq 1$.

### 5.3 On the Sparse Recovery

Now, following the idea in [5] and that in [21] generalized by Foucart and Lai, which is using the estimate of cardinality of the finite cover of

$$
\begin{equation*}
\mathcal{S}_{f, q}:=\left\{x \in \mathbb{R}^{N}: / / x / / f, q=1\right\} \tag{5.46}
\end{equation*}
$$

one can show
Theorem 5.3.1. Suppose that the entries of the $m \times N$ matrix $A$ are independent copies of a pregaussian random variable with an even probability density function $f$. Given $0<q \leq 1$ and $0<\epsilon<1$, there exist constants $k_{1}, k_{2}$, and $k_{3}$ depending on $f$ and $q$ such that

$$
\begin{align*}
& \mathbb{P}\left(\left|\|A x\|_{q}^{q}-m / / x / / q_{f, q}^{q}\right| \leq \epsilon m / / x / \|_{f, q}^{q} \text { for all } x \in \mathbb{R}^{N} \text { with }\|x\| \leq s\right)  \tag{5.47}\\
& \geq 1-2 e^{-\kappa_{1} m N^{-\frac{q}{2} \epsilon^{2}}}
\end{align*}
$$

provided that $\left(k_{2} \frac{s}{\epsilon^{2}}+k_{3} \frac{s}{\epsilon^{2}} \ln \left(\frac{e N}{s}\right)\right) N^{\frac{q}{2}}<m \ll N$.
Proof. We follow the proof of Theorem 4.1 of [21], with modified condition on $m$. By the cardinality estimate, union probability and Theorem 5.2.1, one has

$$
\begin{align*}
& \mathbb{P}\left(\left|\|A x\|_{q}^{q}-m / / x / / f_{f, q}^{q}\right| \geq \epsilon m / / x / /{ }_{f, q}^{q} \text { for all } x \in \mathbb{R}^{N} \text { with }\|x\| \leq s\right) \\
& \leq\binom{ N}{k}\left(1+\frac{8}{\epsilon}\right)^{\frac{t}{q}} 2 e^{-k_{1} m N^{-\frac{q}{2} \epsilon^{2}}} \\
& \leq 2\binom{N}{k} \exp \left(-\frac{k_{1} m N^{-\frac{q}{2} \epsilon^{2}}}{4}+\frac{8 s}{q \epsilon}\right)  \tag{5.48}\\
& \leq 2 \exp \left(-\frac{k_{1} m N^{-\frac{q}{2} \epsilon^{2}}}{4}+\frac{8 s}{q \epsilon}+s \ln \left(\frac{e N}{s}\right)\right)
\end{align*}
$$

and then the claim follows if $m>\left(k_{2} \frac{s}{\epsilon^{2}}+k_{3} \frac{s}{\epsilon^{2}} \ln \left(\frac{e N}{s}\right)\right) N^{\frac{q}{2}}$ for $k_{1}=\frac{\kappa}{8}, k_{2}=\frac{64}{\kappa q}$ and $\kappa_{1}=$ $\frac{8}{\kappa}$.

In compressed sensing, the $\ell_{q}$-minimization problem with $0<q \leq 1$ is the following:

$$
\begin{equation*}
\operatorname{minimize}_{z \in \mathbb{R}^{N}}\|z\|_{q} \text { subject to } A z=y \tag{5.49}
\end{equation*}
$$

that can be used to reconstruct a sparse vector that is the solution to the minimization

$$
\begin{equation*}
\operatorname{minimize}_{z \in \mathbb{R}^{N}}\|z\|_{0} \text { subject to } A z=y . \tag{5.50}
\end{equation*}
$$

Using Theorem 5.1 of [21], we are able to have the sparse recovery through pregaussian compression matrices.

Theorem 5.3.2. Suppose that the entries of the $m \times N$ matrix $A$ are independent copies of a pregaussian random variable with an even probability density function. If $0<q \leq 1$, then the probability that every s-sparse vector $x \in \mathbb{R}^{N}$ is recovered as a solution to the optimization problem (5.49) exceeds $1-\exp \left(c_{1} m N^{-\frac{q}{2}}\right)$, provided that cs $\ln \left(\frac{N}{s}\right) N^{\frac{q}{2}}<m \ll N$, in which c and $c_{1}$ are dependent on the pregaussian distribution and $q$.

## Chapter 6

## Null Space Property for Recovery from Multiple Measurements via $\ell_{q}$-MINIMIZATION

### 6.1 Introduction

In recent year, compressed sensing, a technique for recovering a sparse or compressible signals, attract much interest. The methods in compressed sensing including the convex $\ell_{1}$ relaxation method and non-convex $\ell_{q}$-method, $0<q<1$. On the $\ell_{q}$-method, Foucart and Lai in [20] presented some numerical experimental results which indicates that the $q$-method performs better than other available methods and a sufficient condition on the matrix of an underdetermined linear system which guarantees that the solution of the system with minimal $q$-quasinorm.

The $\ell_{q}$-method in unconstrained minimization can be also used to generate the sparse solution to underdetermined linear system. In data fitting, Tikhonov regularization is a method to get the regularized solution to underdetermined linear systems in least-square sense, which considers an unconstrained optimization problem instead of a constrained one. Recently, Lai and Wang in [33] gave an iterating algorithm to generate the sparse solution to underdetermined linear systems by defining the unconstrained $\ell_{q}$-minimization

$$
\begin{equation*}
\arg \min _{x \in \mathbb{R}^{N}}\|x\|_{q}^{q}+\frac{1}{2 \lambda}\|A x-b\|_{2}^{2} \tag{6.1}
\end{equation*}
$$

for $0<q \leq 1$ and using $\Gamma$-convergence to get the minimizer for the unconstrained $\ell_{0^{-}}$ minimization through the cluster points of minimizers for the unconstrained $\ell_{q}$-minimization.

To get exact recovery from a single vector via $\ell_{q}$-minimization, the sensing matrix needs to satisfy the $\ell_{q}$ null space property, as we have seen in Proposition 6.2.4. In multiple measurement problem (MMV), that is given a set of $r$ measurements

$$
\begin{equation*}
A x^{(k)}=b^{(k)} \text { for } k=1, \cdots, r, \tag{6.2}
\end{equation*}
$$

find the vectors $x^{(k)}$ which are jointly sparse, i.e., have nonzero entries at the same locations, and that arises in biomedical engineering such as neuromagnetic imaging, one may use the multiple-measurement-vector (MMV) non-convex optimization problem. It is

$$
\begin{equation*}
\text { minimize }\|X\|_{q, p} \quad \text { subject to } A X=B \tag{6.3}
\end{equation*}
$$

in which $A, X$ and $B$ are matrices, and

$$
\begin{equation*}
\|X\|_{q, p}:=\left(\sum_{j=1}^{N}\left\|X^{j \rightarrow}\right\|_{p}^{q}\right)^{\frac{1}{q}} \tag{6.4}
\end{equation*}
$$

where $X^{j \rightarrow}$ is the $j$-th row of $X$, for $0<q \leq 1$. We can find a condition for the exact recovery similar to the $\ell_{q}$ null space property for single measurement vector problem (SMV).

In the case of $r=2, p=2$ and $q=1$, Foucart and Gribonval in [19] proved that the real null space and complex null space property are equivalent for the sparse recovery achieved by $\ell_{1}$-minimization. In the following sections, we will start with the case $r=2$ and prove the equivalence for $p=2$ and $0<q \leq 1$ in this case, and then present our results for general $r$.

### 6.2 Null Space Property for Recovery via $\ell_{q}$ minimization

For minimization problem (5.50), the uniqueness of the solution is related to a parameter of the matrix $A, \operatorname{spark}(A)$, which is defined as the cardinality of the smallest subset of linearly dependent columns of $A$ (see [16]) and has the obvious property that spark $(A) \leq \operatorname{rank}(A)+1$. To be precise, if $\|z\|_{0}<\frac{1}{2} \operatorname{spark}(A)$ then $z$ can be uniquely recovered by solving the $\ell_{0}{ }^{-}$ minimization (5.50).

As for the minimization problem (5.49), one can introduce the so-called null space property of $A$. The null space property has also been used in quantifying the error of approximations, see e.g. [13]. However, the null space property which guarantees the sparse recovery is basically the following theorem in [28] by Gribonval and Nielsen, which is also generalized by them to general $f$-norm (but not necessarily a norm) on Hilbert space in [29].

Proposition 6.2.1 (Restricted null space property). Let $S \subseteq\{1,2, \cdots, N\}$ be a fixed index set. Then a vector $z$ with support $(z) \subseteq S$ can be uniquely recovered from $A z=b$ using $\ell_{q}$-minimization (5.49) if for all non-zero $v$ in the null space of $A$,

$$
\begin{equation*}
\left\|v_{S}\right\|_{q}<\left\|v_{S^{c}}\right\|_{q} \tag{6.5}
\end{equation*}
$$

in which $S^{c}$ is the complement of $S$ in $\{1,2, \cdots, N\}$.

For clarity we give a concise proof here.

Proof. We know for any non-zero $x$ in the null space of $A$,

$$
\begin{equation*}
\left\|z_{S}\right\|_{q}^{q} \leq\left\|x_{S}\right\|_{q}^{q}+\left\|(z+x)_{S}\right\|_{q}^{q} . \tag{6.6}
\end{equation*}
$$

By the assumption $\left\|x_{S}\right\|_{q}<\left\|x_{S^{c}}\right\|_{q}$, we then have

$$
\begin{equation*}
\left\|z_{S}\right\|_{q}^{q}<\left\|(z+x)_{S}\right\|_{q}^{q}+\left\|x_{S^{c}}\right\|_{q}^{q} . \tag{6.7}
\end{equation*}
$$

But we also know that $z$ vanishes on $S^{c}$, thus

$$
\begin{equation*}
\|z\|_{q}^{q}=\left\|z_{S}\right\|_{q}^{q}<\left\|(z+x)_{S}\right\|_{q}^{q}+\left\|(z+x)_{S^{c}}\right\|_{q}^{q}=\|z+x\|_{q}^{q}, \tag{6.8}
\end{equation*}
$$

and so $z \in \mathbb{R}^{N}$ is the unique solution to the minimization problem (5.49).

In [29], Gribonval and Nielsen also discussed the negated cases of (6.5) in general. Here we include a version in $\ell_{q}$ for our topic.

Proposition 6.2.2. Let $\mathcal{N}$ be the null space of $A$ and $S$ be any subset of $\{1,2, \cdots, N\}$.

1. If $\left\|x_{S}\right\|_{q}>\left\|x_{S^{c}}\right\|_{q}$ for some $x \in \mathcal{N}$, then there exist some $z$ and $z^{\prime}$, such that $A z=A z^{\prime}$, $\operatorname{support}(z) \subseteq S$ and $\left\|z^{\prime}\right\|_{q}<\|z\|_{q}$.
2. If $\left\|x_{S}\right\|_{q}=\left\|x_{S^{c}}\right\|_{q}$ for some non-zero $x \in \mathcal{N}$, then there exist some $z$ and $z^{\prime}, z \neq z^{\prime}$, such that $A z=A z^{\prime}$, $\operatorname{support}(z) \subseteq S$ and $\left\|z^{\prime}\right\|_{q}=\|z\|_{q}$.

Proof. For (1), without loss of generality, we can assume $S=\{1,2, \cdots, s\}$. Take $z$ to be the vector whose components in $S$ are the components of $x$ restricted on $S$ and whose other components are zeroes, and $z$ to be the vector whose components in $S^{c}$ are the negative of the components of $x$ restricted o $S^{c}$ and whose other components are zeroes, then $z-z^{\prime}=x$. It follows that

$$
\begin{equation*}
A z-A z^{\prime}=A\left(z-z^{\prime}\right)=A x=0 \tag{6.9}
\end{equation*}
$$

the support of $z$ is in $S$, and

$$
\begin{equation*}
\left\|z^{\prime}\right\|_{q}=\left\|x_{S^{c}}\right\|_{q}<\left\|x_{S}\right\|_{q}=\|z\|_{q} . \tag{6.10}
\end{equation*}
$$

For (2), one can just change the " $<$ " in (6.10) to " $=$ " and other steps are the same with (1).

Remark 6.2.3. This proposition tell us that $z$, that is supported on $S$, can not be uniquely recovered through solving the $\ell_{q}$-minimization (5.49), if $\left\|x_{S}\right\|_{q} \geq\left\|x_{S^{c}}\right\|_{q}$ for some non-zero $x \in \mathcal{N}$. Therefore, if all the vectors supported on $S$ can be uniquely recovered, then $A$ satisfies the null space property on $S$.

Precisely, one has an equivalence as follows

Proposition 6.2.4. Let $S \subseteq\{1,2, \cdots, N\}$ be a fixed index set. Then all the vectors supported on $S$ can be uniquely recovered from $A z=b$ using $\ell_{1}$-minimization (5.49) if and only if for all non-zero $v$ in the null space of $A$,

$$
\begin{equation*}
\left\|v_{S}\right\|_{1}<\left\|v_{S^{c}}\right\|_{1} \tag{6.11}
\end{equation*}
$$

To give a concrete sense that $\left\|v_{S}\right\|_{1}<\left\|v_{S^{c}}\right\|_{1}$ can fail if there is a vector supported on $S$ can be uniquely recovered, we would like to give an example.

Example 6.2.5. Consider the $\ell_{1}$-minimization problem

$$
\begin{equation*}
\operatorname{minimize}_{z \in \mathbb{R}^{N}}\|z\|_{1} \text { subject to } A z=y \tag{6.12}
\end{equation*}
$$

in which

$$
A=\left(\begin{array}{ccc}
1 & 1 & 0  \tag{6.13}\\
1 & -1 & 2
\end{array}\right)
$$

$N=3$ and

$$
\begin{equation*}
y=\binom{2}{0} \tag{6.14}
\end{equation*}
$$

To solve the minimization problem, we can do a linear programming which the $\ell_{1}$ minimization is equivalent to, see [7]. On the other hand, we can also obtain the solution directly. The solutions of $A z=y$ are

$$
\left\{\left(\begin{array}{c}
t  \tag{6.15}\\
2-t \\
1-t
\end{array}\right): t \in \mathbb{R}\right\}
$$

and then the function $f(t):=|t|+|2-t|+|1-t|$, that is the $\ell_{1}$-norm of the solutions, achieves its minimum at $t=1$. So the minimization problem has a unique solution $z=\left(\begin{array}{l}1 \\ 1 \\ 0\end{array}\right)$ with
the support $S=\{1,2\}$. However, the non-zero null vector of $A, x:=\left(\begin{array}{c}-1 \\ 1 \\ 1\end{array}\right)$ does not satisfy $\left\|x_{S}\right\|_{1}<\left\|x_{S^{c}}\right\|_{1}$.

### 6.3 Real versus Complex Null Space Properties for $\ell_{q}$

In this section, we consider the open problem whether for any $0<q \leq 1$ the real null space property

$$
\begin{equation*}
\left\|x_{S}\right\|_{q}<\left\|x_{S^{c}}\right\|_{q} \tag{6.16}
\end{equation*}
$$

in Proposition 6.2.1 or the so-called stable null space property

$$
\begin{equation*}
\left\|x_{S}\right\|_{q} \leq \rho\left\|x_{S^{c}}\right\|_{q} \text { for some } 0<\rho<1 \tag{6.17}
\end{equation*}
$$

for all $x \in \mathcal{N} \backslash\{0\}$ (in the following we use the notation " $\prec$ " that was used in [19] to denote either " $<$ " or " $\leq \rho$ ") for the $\ell_{q}$-minimization (5.49) is equivalent to the complex version

$$
\begin{equation*}
\sum_{j \in S}\left(\sqrt{v_{j}^{2}+w_{j}^{2}}\right)^{q} \prec \sum_{j \in S^{c}}\left(\sqrt{v_{j}^{2}+w_{j}^{2}}\right)^{q} \tag{6.18}
\end{equation*}
$$

in other words

$$
\begin{equation*}
\left\|z_{S}\right\|_{q} \prec\left\|z_{S^{c}}\right\|_{q} \tag{6.19}
\end{equation*}
$$

for $z=v+\sqrt{-1} w$, for all $(v, w) \in \mathcal{N}^{2} \backslash\{(0,0)\}$, raised by Foucart and Gribonval in [19].
Remark 6.3.1. In finite dimensional vector spaces the null space property and the stable null space property are equivalent, because $\mathcal{N} \cap \mathcal{S}_{q}$ is compact and then the function $x \rightarrow \frac{\left\|x_{S}\right\|_{q}}{\left\|x_{S} c\right\|_{q}}$ achieves its maximum which is strictly less than 1 . But in infinite dimensional vector spaces, for instance Hilbert space, the null space property does not necessarily imply the stable null space property.

Theorem 6.3.2 (Comparison theorem). Let $S \subset\{1,2, \cdots, N\}$ be an index set with $|S|=s$. Give $0<q \leq 1$ and a matrix $B \in \mathbb{R}^{2 \times N}$ with columns $\mathbf{c}_{1}, \mathbf{c}_{2}, \cdots, \mathbf{c}_{N} \in \mathbb{R}^{2}$, if

$$
\begin{equation*}
\left\|(x, y) B_{S}\right\|_{q} \prec\left\|(x, y) B_{S^{c}}\right\|_{q} \tag{6.20}
\end{equation*}
$$

for all $(x, y) \in \mathbb{R}^{2} \backslash\{0\}$ and some $S \subseteq\{1,2, \cdots, N\}$ with $|S|=s$. Then

$$
\begin{equation*}
\sum_{k \in S}\left\|\mathbf{c}_{k}\right\|_{2}^{p} \prec \sum_{k \in S^{c}}\left\|\mathbf{c}_{k}\right\|_{2}^{p} \tag{6.21}
\end{equation*}
$$

Proof. Let $B=:\left(b_{i, j}\right)_{2 \times N}$, and without loss of generality we can assume $S:=\{1,2, \cdots, s\}$. We show (6.21) holds for $s=1$ first and then for $s \geq 2$.

If $s=1$, by the assumption,

$$
\begin{equation*}
\left|b_{1,1} x+b_{2,1} y\right|^{q}=\left\|(x, y) B_{S}\right\|_{p} \prec\left\|(x, y) B_{S^{c}}\right\|_{p}=\sum_{j=2}^{N}\left|b_{1, j} x+b_{2, j} y\right|^{q} \tag{6.22}
\end{equation*}
$$

for all $(x, y) \in \mathbb{R}^{2} \backslash\{(0,0)\}$. Choosing $x=\frac{b_{1,1}}{\sqrt{b_{1,1}^{2}+b_{2, j}^{2}}}$ and $y=\frac{b_{2,1}}{\sqrt{b_{1, j}^{2}+b_{2,1}^{2}}}$ and applying the Cauchy-Schwarz inequality, we have

$$
\begin{align*}
\left(\sqrt{b_{1,1}^{2}+b_{2,1}^{2}}\right)^{q} & \prec \sum_{j=2}^{N}\left|\frac{1}{\sqrt{b_{1,1}^{2}+b_{2,1}^{2}}}\left(b_{1, j} b_{1,1}+b_{2, j} b_{2,1}\right)\right|^{q}  \tag{6.23}\\
& \leq \sum_{j=2}^{N}\left(\sqrt{b_{1, j}^{2}+b_{2, j}^{2}}\right)^{q}
\end{align*}
$$

from (6.22), thus the claim (6.21) for $s=1$ follows.
For the case when $s \geq 2$, we have

$$
\begin{equation*}
\sum_{j=1}^{s}\left|b_{1, j} x+b_{2, j} y\right|^{q} \prec \sum_{j=s+1}^{N}\left|b_{1, j} x+b_{2, j} y\right|^{q} \tag{6.24}
\end{equation*}
$$

for all $(x, y) \in \mathbb{R}^{2} \backslash\{0\}$ from the assumption. Let $v_{j}:=\left(\frac{b_{1, j}}{\sqrt{b_{1, j}^{2}+b_{2, j}^{2}}}, \frac{b_{1, j}}{\sqrt{b_{1, j}^{2}+b_{2, j}^{2}}}\right) \in \mathbb{S}^{1}$ where $\mathbb{S}^{1}$ is the unit circle, $j=1,2, \cdots, N$, then

$$
\begin{equation*}
\sum_{j=1}^{s}\left(\sqrt{b_{1, j}^{2}+b_{2, j}^{2}}\right)^{q}\left|\left\langle v_{j}, \xi\right\rangle\right|^{q} \prec \sum_{j=s+1}^{N}\left(\sqrt{b_{1, j}^{2}+b_{2, j}^{2}}\right)^{q}\left|\left\langle v_{j}, \xi\right\rangle\right|^{q} \tag{6.25}
\end{equation*}
$$

for all unit vector $\xi \in \mathbb{S}^{1}$ particularly. Taking the integral of (6.25) on $\mathbb{S}^{1}$, we have

$$
\begin{equation*}
\sum_{j=1}^{s}\left(\sqrt{b_{1, j}^{2}+b_{2, j}^{2}}\right)^{q} \int_{\mathbb{S}^{1}}\left|\left\langle v_{j}, \xi\right\rangle\right|^{q} d \xi \prec \sum_{j=s+1}^{N}\left(\sqrt{b_{1, j}^{2}+b_{2, j}^{2}}\right)^{q} \int_{\mathbb{S}^{1}}\left|\left\langle v_{j}, \xi\right\rangle\right|^{q} d \xi \tag{6.26}
\end{equation*}
$$

Note that $\int_{\mathbb{S}^{1}}|\langle\cdot, \xi\rangle|^{q} d \xi$ is a rotation invariant function from the perspective of integral geometry (cf. [1], [3] and [37]). That is, $\int_{\mathbb{S}^{1}}\left|\left\langle v_{j}, \xi\right\rangle\right|^{q} d \xi$ is constant independent of $j$. In fact we have

Lemma 6.3.3. Given any integer $r \geq 2$. For any $q>0$,

$$
\int_{\mathbb{S}^{r}-1}|\langle v, \xi\rangle|^{q} d \xi=C
$$

for all $v \in \mathbb{S}^{r-1}$, where $C>0$ is a constant dependent only on $p$.

Proof. Let $U$ be an orthogonal transformation of $\mathbb{R}^{r}$. Then for any $v \in \mathbb{S}^{r-1}$, the sphere of the unit ball in $\mathbb{R}^{r}$, we have

$$
\begin{equation*}
\langle U(v), \xi\rangle=\left\langle v, U^{-1}(\xi)\right\rangle \tag{6.27}
\end{equation*}
$$

for all $\xi \in \mathbb{S}^{r-1}$. Also, we know that

$$
\begin{equation*}
\mathbb{S}^{r-1}=\{U(v): U \in O(r)\} \tag{6.28}
\end{equation*}
$$

where $O(r)$ denotes the set of all $r \times r$ orthogonal matrices. By change of variables and using the fact that $\left|\operatorname{det}\left(U^{-1}\right)\right|=1$, we get

$$
\begin{align*}
\int_{\mathbb{S}^{r-1}}|\langle U(v), \xi\rangle|^{q} d \xi & =\int_{\mathbb{S}^{r-1}}\left|\left\langle v, U^{-1}(\xi)\right\rangle\right|^{q} d \xi \\
& =\int_{\mathbb{S}^{r-1}}\left|\left\langle v, U^{-1}(\xi)\right\rangle\right|^{q} d U^{-1}(\xi)  \tag{6.29}\\
& =\int_{\mathbb{S}^{r}-1}|\langle v, \xi\rangle|^{q} d \xi
\end{align*}
$$

for all $U \in O(r)$. Thus we see that $\int_{\mathbb{S}^{r-1}}|\langle v, \xi\rangle|^{q} d \xi \equiv C$ for some $C>0$ and for all $v \in$ $\mathbb{S}^{r-1}$.

Therefore

$$
\begin{equation*}
\sum_{j=1}^{s}\left(\sqrt{b_{1, j}^{2}+b_{2, j}^{2}}\right)^{q} \prec \sum_{j=s+1}^{N}\left(\sqrt{b_{1, j}^{2}+b_{2, j}^{2}}\right)^{q} . \tag{6.30}
\end{equation*}
$$

So the claim follows.

An immediate consequence of the above theorem is the following theorem on the equivalence of real null space property and complex null space property.

Theorem 6.3.4. The real null space property

$$
\begin{equation*}
\left\|u_{S}\right\|_{q} \prec\left\|u_{S^{c}}\right\|_{q} \tag{6.31}
\end{equation*}
$$

for all $u \in \operatorname{ker}(A) \backslash\{0\}$ is equivalent to the complex null space property

$$
\begin{equation*}
\sum_{j \in S}\left(\sqrt{v_{j}^{2}+w_{j}^{2}}\right)^{q} \prec \sum_{j \in S^{c}}\left(\sqrt{v_{j}^{2}+w_{j}^{2}}\right)^{q} \tag{6.32}
\end{equation*}
$$

for all $(v, w) \in(\operatorname{ker}(A))^{2} \backslash\{(0,0)\}$ and all $0<q \leq 1$.

Proof. From (6.32) to (6.31), it is obvious.
For the converse, letting

$$
B=\left(\begin{array}{llll}
v_{1} & v_{2} & \cdots & v_{N}  \tag{6.33}\\
w_{1} & w_{2} & \cdots & w_{N}
\end{array}\right)
$$

we have

$$
\begin{equation*}
\left\|(x, y) B_{S}\right\|_{q} \prec\left\|(x, y) B_{S^{c}}\right\|_{q} \tag{6.34}
\end{equation*}
$$

by (6.31). Then applying Theorem 6.3.2, we obtain that

$$
\begin{equation*}
\sum_{k \in S}\left\|\mathbf{c}_{k}\right\|_{2}^{q} \prec \sum_{k \in S^{c}}\left\|\mathbf{c}_{k}\right\|_{2}^{q} \tag{6.35}
\end{equation*}
$$

where $\mathbf{c}_{1}, \mathbf{c}_{2}, \cdots, \mathbf{c}_{N}$ are the columns of $B$. That yields (6.32).

Remark 6.3.5. By Remark B.0.16, we know that Corollary Theorem 6.3.4 also holds for $q>1$.

The application of the result in Theorem 6.3.4 in compressed sensing is that we can recover a sparse vector in complex space via solving two real $\ell_{q}$-minimization problems instead of a complex $\ell_{q}$-minimization one, and an algorithm for the real $\ell_{q}$-minimization problem (5.49) is given in [20].

### 6.4 On Recovery from Multiple Measurements

We also want to consider another open problem that Foucart and Gribonval proposed in [19], which is whether the null space property (6.31) is equivalent to the so called mixed $\ell_{1,2}$ null space property

$$
\begin{equation*}
\sum_{j \in S} \sqrt{u_{1, j}^{2}+\cdots+u_{n, j}^{2}} \prec \sum_{j \in S^{c}} \sqrt{u_{1, j}^{2}+\cdots+u_{n, j}^{2}}, \tag{6.36}
\end{equation*}
$$

for the joint recovery from multiple measurements via

$$
\begin{equation*}
\operatorname{minimize} \sum_{i=1}^{N} \sqrt{z_{1, j}^{2}+\cdots+z_{n, j}^{2}} \text { subject to } A z_{1}=A x_{1}, \cdots, A z_{n}=A x_{n} \tag{6.37}
\end{equation*}
$$

(see [8]), in which $\left(x_{1}, \cdots, x_{n}\right)$ is an $n$-tuple of vectors in $\mathbb{R}^{N}$. Based on the answer to the problem on complex null space above, we are able to solve the problem concerning $n$-tuples as well. More generally, we provide an affirmative answer to the mixed $\ell_{q, 2}$ null space property

$$
\begin{equation*}
\sum_{j \in S}\left(\sqrt{u_{1, j}^{2}+\cdots+u_{n, j}^{2}}\right)^{q} \prec \sum_{j \in S^{c}}\left(\sqrt{u_{1, j}^{2}+\cdots+u_{n, j}^{2}}\right)^{q} \tag{6.38}
\end{equation*}
$$

for the joint recovery from multiple measurements via

$$
\begin{equation*}
\operatorname{minimize} \sum_{i=1}^{N}\left(\sqrt{z_{1, j}^{2}+\cdots+z_{n, j}^{2}}\right)^{q} \text { subject to } A z_{1}=A x_{1}, \cdots, A z_{n}=A x_{n} \tag{6.39}
\end{equation*}
$$

(see [8]) for all $0<q \leq 1$.
Theorem 6.4.1. The null space property

$$
\begin{equation*}
\left\|u_{S}\right\|_{q} \prec\left\|u_{S^{c}}\right\|_{q} \tag{6.40}
\end{equation*}
$$

for all $u \in \operatorname{ker}(A) \backslash\{0\}$ is equivalent to the mixed $\ell_{q, 2}$ null space property (6.38) for all $n \geq 3$ and all $0<q \leq 1$.

Proof. It is trivial to deduce null space property (6.40) from mixed $\ell_{q, 2}$ null space property (6.38).

For the converse, we can modify the proof of Theorem 6.3.2 to obtain a generalized comparison theorem for any $B \in \mathbb{R}^{n \times N}, n \geq 3$, and $0<q \leq 1$. Specifically, we will have

$$
\begin{equation*}
\sum_{j \in S}\left(\sqrt{b_{1, j}^{2}+\cdots+b_{n, j}^{2}}\right)^{q}\left|\left\langle v_{j}, \xi\right\rangle\right|^{q} \prec \sum_{j \in S^{c}}\left(\sqrt{b_{1, j}^{2}+\cdots+b_{n, j}^{2}}\right)^{q}\left|\left\langle v_{j}, \xi\right\rangle\right|^{q} \tag{6.41}
\end{equation*}
$$

for $v_{j}:=\frac{1}{\sqrt{b_{1, j}^{2}+\cdots+b_{n, j}^{2}}}\left(b_{1, j}, \cdots, b_{n, j}\right)$ and all vector $\xi$ in the unit $n-1$-sphere $\mathbb{S}^{n-1}$. Analogously to the case of $n=2$, taking the integral of (6.41) on $\mathbb{S}^{n-1}$, we have

$$
\begin{align*}
& \sum_{j \in S}\left(\sqrt{b_{1, j}^{2}+\cdots+b_{n, j}^{2}}\right)^{q} \int_{\mathbb{S}^{n-1}}\left|\left\langle v_{j}, \xi\right\rangle\right|^{q} d \xi  \tag{6.42}\\
\prec & \sum_{j \in S^{c}}\left(\sqrt{b_{1, j}^{2}+\cdots+b_{n, j}^{2}}\right)^{q} \int_{\mathbb{S}^{n-1}}\left|\left\langle v_{j}, \xi\right\rangle\right|^{q} d \xi .
\end{align*}
$$

Using the fact that $\int_{\mathbb{S}^{n-1}}|\langle\cdot, \xi\rangle|^{q} d \xi$ is a rotation invariant function from the perspective of integral geometry (see for instance [1], [3] and [37]), we get

$$
\begin{equation*}
\sum_{j \in S}\left(\sqrt{b_{1, j}^{2}+\cdots+b_{n, j}^{2}}\right)^{q} \prec \sum_{j \in S^{c}}\left(\sqrt{b_{1, j}^{2}+\cdots+b_{n, j}^{2}}\right)^{q} . \tag{6.43}
\end{equation*}
$$

For joint-sparse recovery from multiple measurements, it can also be achieved by mixed $\ell_{q, 2}$-minimization for $0<q \leq 1$, for which one can see [20] and [8]. The above theorem may allow us to consider the $\ell_{q}$-minimization instead, that will simplify the program for the mixed $\ell_{q, 2}$-minimization. Furthermore, multiple measurements have been used in many fields of technology, for instance, neuromagnetic imaging [15] and communication channels (see e.g. [14]), as pointed out in [8], so our results may have real applications in these fields.

### 6.5 The Null Space Property for Recovery from Multiple Measurements

In this section, we want to study the MMV non-convex optimization problem, which is

$$
\begin{equation*}
\text { minimize }\|X\|_{q, p} \text { subject to } A X=B \text { with } 0<q \leq 1 \tag{6.44}
\end{equation*}
$$

In particular, when $p=2$, (6.44) becomes (6.39). On the null space property of the matrix $A$ for joint recovery from multiple measurements via (6.39), in which $p=2$ and $0<q \leq 1$, we have

Theorem 6.5.1. Let $A$ be an $m \times N$ matrix and $S \subset\{1,2 \cdots, N\}$ be an index set. Then for any $0<q \leq 1$, all $X_{0} \in \mathbb{R}^{N \times r}$ with the support of the rows of $X_{0}$ contained in $S$ can be uniquely recovered from $A X=B$ using (6.44) for $p=2$ if and only if for all $Z$ with columns $Z^{\downarrow k} \in \operatorname{ker}(A) \backslash\{0\}, k=1,2, \cdots, r$,

$$
\begin{equation*}
\left\|Z_{S}\right\|_{q, 2}<\left\|Z_{S^{c}}\right\|_{q, 2} \tag{6.45}
\end{equation*}
$$

in which $\left\|Z_{S}\right\|_{q, 2}:=\left(\sum_{j \in S}\left\|Z^{j \rightarrow}\right\|_{2}^{q}\right)^{\frac{1}{q}}$ and $\left\|Z_{S^{c}}\right\|_{q, 2}:=\left(\sum_{j \in S^{c}} \| Z^{j \rightarrow \|_{2}^{q}}\right)^{\frac{1}{q}}$.
Proof. Assume that (6.45) holds for all $Z$ with columns $Z^{\downarrow k} \in \operatorname{ker}(A) \backslash\{0\}$ and $X \in \mathbb{R}^{N \times r}$ with the support of the rows of of $X$ contained in $S$ is an solution to $A X=B$. Then for $Z$ with columns $Z^{\downarrow k} \in \operatorname{ker}(A) \backslash\{0\}$, for $0<q \leq 1$,

$$
\begin{equation*}
\sum_{j \in S}\left\|X^{j \rightarrow}\right\|_{2}^{q} \leq \sum_{j \in S}\left\|Z^{j \rightarrow}\right\|_{2}^{q}+\sum_{j \in S}\left\|(X+Z)^{j \rightarrow}\right\|_{2}^{q} \tag{6.46}
\end{equation*}
$$

From the assumption, $\sum_{j \in S}\left\|Z^{j \rightarrow}\right\|_{2}^{q}<\sum_{j \in S^{c}}\left\|Z^{j \rightarrow}\right\|_{2}^{q}$, we thus have

$$
\begin{equation*}
\sum_{j \in S}\left\|X^{j \rightarrow}\right\|_{2}^{q}<\sum_{j \in S^{c}}\left\|Z^{j \rightarrow}\right\|_{2}^{q}+\sum_{j \in S}\left\|(X+Z)^{j \rightarrow}\right\|_{2}^{q} \tag{6.47}
\end{equation*}
$$

But the support of the rows of $X$ are contained in $S$, hence

$$
\begin{align*}
\sum_{j=1}^{N}\left\|X^{j \rightarrow}\right\|_{2}^{q} & =\sum_{j \in S}\left\|X^{j \rightarrow}\right\|_{2}^{q} \\
& <\sum_{j \in S^{c}}\left\|(X+Z)^{j \rightarrow}\right\|_{2}^{q}+\sum_{j \in S}\left\|(X+Z)^{j \rightarrow}\right\|_{2}^{q}  \tag{6.48}\\
& =\sum_{j=1}^{N}\left\|(X+Z)^{j \rightarrow}\right\|_{2}^{q}
\end{align*}
$$

and so $X \in \mathbb{R}^{N \times r}$ is the unique solution to the minimization problem (6.44) for $p=2$ and $0<q \leq 1$.

For the converse, assume that there is some $Z$ with columns $Z^{\downarrow k} \in \operatorname{ker}(A) \backslash\{0\}$ such that $\left\|Z_{S}\right\|_{q, 2} \geq\left\|Z_{S^{c}}\right\|_{q, 2}$. We can choose $X \in \mathbb{R}^{N \times r}$ such that the rows of $X$ restricted on $S$ equal to those of $Z$, and the remaining rows of $X$ are zeros. Therefore,

$$
\begin{equation*}
A X=A X-A Z=A(X-Z) \tag{6.49}
\end{equation*}
$$

and $\|X\|_{q, 2}=\left\|X_{S}\right\|_{q, 2}=\left\|Z_{S}\right\|_{q, 2} \geq\left\|Z_{S^{c}}\right\|_{q, 2}=\|X-Z\|_{q, 2}$, which contradicts with the uniqueness of the recovery.

Corollary 6.5.2. Let $A$ be an $m \times N$ matrix and $S \subset\{1,2 \cdots, N\}$ be an index set. Then for any $p \geq 1$ and $0<q \leq 1$, all $X_{0} \in \mathbb{R}^{N \times r}$ with the support of the rows of $X_{0}$ contained in $S$ can be uniquely recovered from $A X=B$ using (6.44) if and only if for all $Z$ with columns $Z^{\downarrow k} \in \operatorname{ker}(A) \backslash\{0\}, k=1,2, \cdots, r$,

$$
\begin{equation*}
\left\|Z_{S}\right\|_{q, p}<\left\|Z_{S^{c}}\right\|_{q, p} \tag{6.50}
\end{equation*}
$$

Proof. One can just change the $\|\cdot\|_{2}$-norm to $\|\cdot\|_{p}$-norm for $p \geq 1$ in the proof of Theorem 6.5.1, and that will give us a proof for the claim.

Furthermore, we have

Theorem 6.5.3. Let Let $A$ be an $m \times N$ matrix and $S \subset\{1,2 \cdots, N\}$ be an index set. Then for any $0<q \leq 1$, all $X_{0} \in \mathbb{R}^{N \times r}$ with the support of the rows of $X_{0}$ contained in $S$ can be uniquely recovered via solving the MMV non-convex optimization problem (6.44) for $p=2$ if and only if

$$
\begin{equation*}
\left\|u_{S}\right\|_{q} \prec\left\|u_{S^{c}}\right\|_{q} \tag{6.51}
\end{equation*}
$$

for all $u \in \operatorname{ker}(A) \backslash\{0\}$.

Proof. This is a consequence of the combination of Theorem 6.5.1 and Theorem 6.4.1.
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## Appendix A

## Examples on the Duality

Example A.0.4. $A=\left(\begin{array}{lll}1 & 0 & 1 \\ 0 & 1 & 1\end{array}\right), m=2, n=3$, and $p \geq 1$.

$$
\begin{align*}
& \text { Let } y=\binom{y_{1}}{y_{2}} \text {, then } A^{T} y=\left(\begin{array}{c}
y_{1} \\
y_{2} \\
y_{1}+y_{2}
\end{array}\right) . \text { Therefore, } \\
& \left\|A^{T} y\right\|_{q}=\left\|\left(\begin{array}{c}
y_{1} \\
y_{2} \\
y_{1}+y_{2}
\end{array}\right)\right\|_{q}  \tag{A.1}\\
& \geq\|y\|_{q}
\end{align*}
$$

and equality in (A.1) holds when $y_{1}=-y_{2}$. So we have

$$
\begin{align*}
s_{2}^{(q)}\left(A^{T}\right) & =\inf _{V \subseteq \mathbb{R}^{2}, \operatorname{dim}(V)=1} \sup _{y \in V,\|y\|_{q}=1}\left\|A^{T} y\right\|_{q} \\
& =\inf _{y \in \mathbb{R}^{2},\|y\|_{q}=1}\left\|A^{T} y\right\|_{q}  \tag{A.2}\\
& =1 .
\end{align*}
$$

On the other hand, let $x=\left(\begin{array}{c}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$, then $A x=\binom{x_{1}+x_{3}}{x_{2}+x_{3}}$. For any $V \subseteq \mathbb{R}^{3}$ with $\operatorname{dim}(V)=2$, there is a vector $\left(\begin{array}{c}x_{1} \\ x_{2} \\ 0\end{array}\right)$ in $V$ whose third coordinate is zero and $\left\|\binom{x_{1}}{x_{2}}\right\|_{p}=$

1. Therefore

$$
\left\|\left.A\right|_{V}\right\|_{p} \geq\left\|A\left(\begin{array}{c}
x_{1}  \tag{A.3}\\
x_{2} \\
0
\end{array}\right)\right\|_{p}=\left\|\binom{x_{1}}{x_{2}}\right\|_{p}=1
$$

Thus, we conclude that for any $p \geq 1$,

$$
\begin{equation*}
s_{\min (m, n)}^{(p)}(A)=s_{\min (m, n)}^{(q)}\left(A^{T}\right) \tag{A.5}
\end{equation*}
$$

where $\frac{1}{p}+\frac{1}{q}=1$, in this example.
Example A.0.5. $A=\left(\begin{array}{ccc}1 & 1 & 1 \\ 0 & 1 & -2\end{array}\right), m=2, n=3$, and $p=1$.

$$
\begin{align*}
& \text { Let } \begin{aligned}
y=\binom{y_{1}}{y_{2}} & , \text { then } A^{T} y=\left(\begin{array}{c}
y_{1} \\
y_{2}+y_{2} \\
y_{1}-2 y_{2}
\end{array}\right) . \text { Therefore } \\
s_{2}^{(\infty)}\left(A^{T}\right) & =\inf _{V \subseteq \mathbb{R}^{2}, \operatorname{dim}(V)=1} \sup _{y \in V,\|y\|_{\infty}=1}\left\|A^{T} y\right\|_{\infty} \\
& =\inf _{y \in \mathbb{R}^{2},\|y\|_{\infty}=1}\left\|A^{T} y\right\|_{\infty} \\
& =\inf _{\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}, \max \left(\left|y_{1}\right|,\left|y_{2}\right|\right)=1} \max \left(\left|y_{1}\right|,\left|y_{1}+y_{2}\right|,\left|y_{1}-2 y_{2}\right|\right) .
\end{aligned} \\
&
\end{align*}
$$

Now discuss it in two cases:

1. If $\left|y_{1}\right|=1$ and $\left|y_{2}\right| \leq 1$, then

$$
\begin{equation*}
\max \left(\left|y_{1}\right|,\left|y_{1}+y_{2}\right|,\left|y_{1}-2 y_{2}\right|\right) \geq\left|y_{1}\right|=1 \tag{A.7}
\end{equation*}
$$

2. If $\left|y_{2}\right|=1$ and $\left|y_{1}\right| \leq 1$, then

$$
\begin{equation*}
\max \left(\left|y_{1}\right|,\left|y_{1}+y_{2}\right|,\left|y_{1}-2 y_{2}\right|\right) \geq\left|y_{1}-2 y_{2}\right| \geq\left|\left|y_{1}\right|-2\right| y_{2}| |=\left|\left|y_{1}\right|-2\right| \geq 1 \tag{A.8}
\end{equation*}
$$

Thus max $\left(\left|y_{1}\right|,\left|y_{1}+y_{2}\right|,\left|y_{1}-2 y_{2}\right|\right) \geq 1$ for all $\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}$ with $\max \left(\left|y_{1}\right|,\left|y_{2}\right|\right)=1$. Hence

$$
\begin{equation*}
\inf _{\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}, \max \left(\left|y_{1}\right|,\left|y_{2}\right|\right)=1} \max \left(\left|y_{1}\right|,\left|y_{1}+y_{2}\right|,\left|y_{1}-2 y_{2}\right|\right) \geq 1 \tag{A.9}
\end{equation*}
$$

Particularly at $\left(y_{1}, y_{2}\right)=(1,0)$, we have

$$
\begin{equation*}
\left[\max \left(\left|y_{1}\right|,\left|y_{1}+y_{2}\right|,\left|y_{1}-2 y_{2}\right|\right)\right]_{y_{1}=1, y_{2}=0}=1 \tag{A.10}
\end{equation*}
$$

Thus

$$
\inf _{\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}, \max \left(\left|y_{1}\right|,\left|y_{2}\right|\right)=1} \max \left(\left|y_{1}\right|,\left|y_{1}+y_{2}\right|,\left|y_{1}-2 y_{2}\right|\right)=1
$$

in other words, $s_{2}^{(\infty)}\left(A^{T}\right)=1$.
On the other hand, let $x=\left(\begin{array}{c}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$, then $A x=\binom{x_{1}+x_{2}+x_{3}}{x_{2}-2 x_{3}}$. Therefore,

$$
\begin{align*}
s_{2}^{(1)}(A) & =\inf _{V \subseteq \mathbb{R}^{3}, \operatorname{dim}(V)=2} \sup _{x \in V,\|x\|_{1}=1}\|A x\|_{1} \\
& =\inf _{V \subseteq \mathbb{R}^{3}, \operatorname{dim}(V)=2} \sup _{x \in V,\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|=1}\left|x_{1}+x_{2}+x_{3}\right|+\left|x_{2}-2 x_{3}\right|  \tag{A.11}\\
& =\inf _{V \subseteq \mathbb{R}^{3}, \operatorname{dim}(V)=2} \sup _{x \in V \backslash\{0\}} \frac{\left|x_{1}+x_{2}+x_{3}\right|+\left|x_{2}-2 x_{3}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|} .
\end{align*}
$$

Let $F(V):=\sup _{x \in V \backslash\{0\}} \frac{\left|x_{1}+x_{2}+x_{3}\right|+\left|x_{2}-2 x_{3}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|}$, then $s_{2}^{(1)}(A)=\inf _{V \subseteq \mathbb{R}^{3}, \operatorname{dim}(V)=2} F(V)$. For particular $V_{0}=\left\{\left(\begin{array}{c}x_{1} \\ x_{2} \\ x_{3}\end{array}\right): x_{2}=2 x_{3}\right\}$, we know

$$
\begin{equation*}
\sup _{x \in V_{0} \backslash\{0\}} \frac{\left|x_{1}+x_{2}+x_{3}\right|+\left|x_{2}-2 x_{3}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|}=\sup _{x \in V_{0} \backslash\{0\}} \frac{\left|x_{1}+x_{2}+x_{3}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|}=1 \tag{A.12}
\end{equation*}
$$

and it follows that $s_{2}^{(1)}(A) \leq 1$. For generic $V$, that is actually a plane passing through the origin in $\mathbb{R}^{3}$, we can assume

$$
V=\left\{\left(\begin{array}{l}
x_{1}  \tag{A.13}\\
x_{2} \\
x_{3}
\end{array}\right) \in \mathbb{R}^{3}: a x_{1}+b x_{2}+c x_{3}=0\right\}
$$

where $a, b$ and $c$ are not all zeroes. Now we discuss (A.11) in three cases:

1. If $c \neq 0$, then $x_{3}=\frac{a}{c} x_{1}+\frac{b}{c} x_{2}=\alpha x_{1}+\beta x_{2}$ for $\alpha:=\frac{a}{c}$ and $\beta:=\frac{b}{c}$. Thus we have

$$
\begin{align*}
F(V) & =\sup _{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \backslash\{(0,0)\}} \frac{\left|(1+\alpha) x_{1}+(1+\beta) x_{2}\right|+\left|(1-2 \beta) x_{2}-2 \alpha x_{1}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|\alpha x_{1}+\beta x_{2}\right|} \\
& \geq\left[\frac{\left|(1+\alpha) x_{1}+(1+\beta) x_{2}\right|+\left|(1-2 \beta) x_{2}-2 \alpha x_{1}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|\alpha x_{1}+\beta x_{2}\right|}\right]_{x_{1}=1, x_{2}=0}  \tag{A.14}\\
& =\frac{|1+\alpha|+|2 \alpha|}{1+|\alpha|} .
\end{align*}
$$

It is not hard to see that $\frac{|1+\alpha|+|2 \alpha|}{1+|\alpha|} \geq 1$ for all $\alpha \in \mathbb{R}$. So $F(V) \geq 1$ for all $V$ in which $c \neq 0$.
2. If $b \neq 0$, then $x_{2}=\frac{a}{b} x_{1}+\frac{c}{b} x_{3}=\alpha x_{1}+\gamma x_{3}$ for $\alpha:=\frac{a}{b}$ and $\gamma:=\frac{c}{b}$. Therefore,

$$
\begin{align*}
F(V) & =\sup _{\left(x_{1}, x_{3}\right) \in \mathbb{R}^{2} \backslash\{(0,0)\}} \frac{\left|(1+\alpha) x_{1}+(1+\gamma) x_{3}\right|+\left|\alpha x_{1}+(\gamma-2) x_{3}\right|}{\left|x_{1}\right|+\left|\alpha x_{1}+\gamma x_{3}\right|+\left|x_{3}\right|} \\
& \geq\left[\frac{\left|(1+\alpha) x_{1}+(1+\gamma) x_{3}\right|+\left|\alpha x_{1}+(\gamma-2) x_{3}\right|}{\left|x_{1}\right|+\left|\alpha x_{1}+\gamma x_{3}\right|+\left|x_{3}\right|}\right]_{x_{1}=0, x_{3}=1}  \tag{A.15}\\
& =\frac{|1+\gamma|+|\gamma-2|}{1+|\gamma|} .
\end{align*}
$$

It is not hard to see that $\frac{|1+\gamma|+|\gamma-2|}{1+|\gamma|} \geq 1$ for all $\gamma \in \mathbb{R}$. So $F(V) \geq 1$ for all $V$ in which $b \neq 0$.
3. If $a \neq 0$, then $x_{1}=\frac{b}{a} x_{2}+\frac{c}{a} x_{3}=\beta x_{2}+\gamma x_{3}$ for $\beta:=\frac{b}{a}$ and $\gamma:=\frac{c}{a}$. Therefore,

$$
\begin{align*}
F(V) & =\sup _{\left(x_{2}, x_{3}\right) \in \mathbb{R}^{2} \backslash\{(0,0)\}} \frac{\left|(1+\beta) x_{2}+(1+\gamma) x_{3}\right|+\left|x_{2}-2 x_{3}\right|}{\left|\beta x_{2}+\gamma x_{3}\right|+\left|x_{2}\right|+\left|x_{3}\right|} \\
& \geq\left[\frac{\left|(1+\beta) x_{2}+(1+\gamma) x_{3}\right|+\left|x_{2}-2 x_{3}\right|}{\left|\beta x_{2}+\gamma x_{3}\right|+\left|x_{2}\right|+\left|x_{3}\right|}\right]_{x_{2}=0, x_{3}=1}  \tag{A.16}\\
& =\frac{|1+\gamma|+2}{|\gamma|+1} .
\end{align*}
$$

It is not hard to see that $\frac{|1+\gamma|+2}{1+|\gamma|} \geq 1$ for all $\gamma \in \mathbb{R}$. So $F(V) \geq 1$ for all $V$ in which $a \neq 0$.

So we have shown that

$$
\begin{equation*}
\sup _{x \in V \backslash\{0\}} \frac{\left|x_{1}+x_{2}+x_{3}\right|+\left|x_{2}-2 x_{3}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|} \geq 1 \tag{A.17}
\end{equation*}
$$

for all $V \subseteq \mathbb{R}^{3}$ with $\operatorname{dim}(V)=2$. Hence $s_{2}^{(1)}(A)=1$ in (A.11).

Finally, we conclude that

$$
\begin{equation*}
s_{\min (m, n)}^{(1)}(A)=s_{\min (m, n)}^{(\infty)}\left(A^{T}\right) \tag{A.18}
\end{equation*}
$$

in this example.
Remark A.0.6. For $p=2$, using sigular value decomposition, we get $s_{\min (m, n)}^{(2)}(A)=$ $s_{\min (m, n)}^{(2)}\left(A^{T}\right)=\sqrt{4-\sqrt{2}}$ for this example.

Let us give another example.
Example A.0.7. $A=\left(\begin{array}{lll}1 & 1 & 0 \\ 0 & 1 & 0\end{array}\right), m=2, n=3$, and $p=1$.

$$
\begin{align*}
& \text { Let } y=\binom{y_{1}}{y_{2}}, \text { then } A^{T} y=\left(\begin{array}{c}
y_{1} \\
y_{1}+y_{2} \\
0
\end{array}\right) . \text { Therefore } \\
& \qquad \begin{aligned}
s_{2}^{(\infty)}\left(A^{T}\right) & =\inf _{\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}, \max \left(\left|y_{1}\right|,\left|y_{2}\right|\right)=1} \max \left(\left|y_{1}\right|,\left|y_{1}+y_{2}\right|, 0\right) \\
& =\inf _{\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}, \max \left(\left|y_{1}\right|,\left|y_{2}\right|\right)=1} \max \left(\left|y_{1}\right|,\left|y_{1}+y_{2}\right|\right) .
\end{aligned} \tag{A.19}
\end{align*}
$$

For any $\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}$ with $\max \left(\left|y_{1}\right|,\left|y_{2}\right|\right)=1,\left|y_{1}+y_{2}\right|$ is the distance between the origin and the $y_{1}$-intercept of the line passing through $\left(y_{1}, y_{2}\right)$ with slope -1 and obviously, $\left|y_{1}\right|$ is the horizontal ( $y_{1}$-directional) distance between the origin and $\left(y_{1}, y_{2}\right)$, and see Figure A.1. Minimizing the maximum of these two distances, we can see from Figure A. 1 that $\max \left(\left|y_{1}\right|,\left|y_{1}+y_{2}\right|\right)$ achieves its minimum at $\left(y_{1}, y_{2}\right)=\left(-\frac{1}{2}, 1\right)$ on the boundary of the square, $\left\{\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}: \max \left(\left|y_{1}\right|,\left|y_{2}\right|\right)=1\right\}$. Thus we have

$$
\begin{equation*}
s_{2}^{(\infty)}\left(A^{T}\right)=\left[\max \left(\left|y_{1}\right|,\left|y_{1}+y_{2}\right|\right)\right]_{y_{1}=-\frac{1}{2}, y_{2}=1}=\frac{1}{2} . \tag{A.20}
\end{equation*}
$$



Figure A.1: Minimization of the maximum of $\left|y_{1}\right|$ and $\left|y_{1}+y_{2}\right|$

On the other hand, let $x=\left(\begin{array}{c}x_{1} \\ x_{2} \\ x_{3}\end{array}\right)$, then $A x=\binom{x_{1}+x_{2}}{x_{2}}$. Therefore,

$$
\begin{align*}
s_{2}^{(1)}(A) & =\inf _{V \subseteq \mathbb{R}^{3}, \operatorname{dim}(V)=2} \sup _{x \in V,\|x\|_{1}=1}\|A x\|_{1} \\
& =\inf _{V \subseteq \mathbb{R}^{3}, \operatorname{dim}(V)=2} \sup _{x \in V,\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|=1}\left|x_{1}+x_{2}\right|+\left|x_{2}\right|  \tag{A.21}\\
& =\inf _{V \subseteq \mathbb{R}^{3}, \operatorname{dim}(V)=2} \sup _{x \in V \backslash\{0\}} \frac{\left|x_{1}+x_{2}\right|+\left|x_{2}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|}
\end{align*}
$$

Let $F(V):=\sup _{x \in V \backslash\{0\}} \frac{\left|x_{1}+x_{2}\right|+\left|x_{2}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|}$, then $s_{2}^{(1)}(A)=\inf _{V \subseteq \mathbb{R}^{3}, \operatorname{dim}(V)=2} f(V)$. For generic $V \subseteq$ $\mathbb{R}^{3}$ with $\operatorname{dim}(V)=2$, we assume

$$
V=\left\{\left(\begin{array}{c}
x_{1}  \tag{A.22}\\
x_{2} \\
x_{3}
\end{array}\right) \in \mathbb{R}^{3}: a x_{1}+b x_{2}+c x_{3}=0\right\}
$$

where $a, b$ and $c$ are not all zeroes. Now we discuss (A.21) in three cases:

1. If $c \neq 0$, then $x_{3}=\frac{a}{c} x_{1}+\frac{b}{c} x_{2}=\alpha x_{1}+\beta x_{2}$ for $\alpha:=\frac{a}{c}$ and $\beta:=\frac{b}{c}$. Thus when $\alpha$ and $\beta$ are not both zeroes, we have

$$
\begin{align*}
F(V) & =\sup _{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \backslash\{(0,0)\}} \frac{\left|x_{1}+x_{2}\right|+\left|x_{2}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|\alpha x_{1}+\beta x_{2}\right|} \\
& \geq\left[\frac{\left|x_{1}+x_{2}\right|+\left|x_{2}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|\alpha x_{1}+\beta x_{2}\right|}\right]_{x_{1}=\beta, x_{2}=-\alpha} \\
& =\frac{|\beta-\alpha|+|\alpha|}{|\alpha|+|\beta|}  \tag{A.23}\\
& =\frac{(|\beta-\alpha|+|\alpha|)+|\beta-\alpha|+|\alpha|}{2(|\alpha|+|\beta|)} \\
& \geq \frac{1}{2}
\end{align*}
$$

and when $\alpha$ and $\beta$ are both zeroes, obviously

$$
\begin{equation*}
F(V)=\sup _{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \backslash\{(0,0)\}} \frac{\left|x_{1}+x_{2}\right|+\left|x_{2}\right|}{\left|x_{1}\right|+\left|x_{2}\right|} \geq\left[\frac{\left|x_{1}+x_{2}\right|+\left|x_{2}\right|}{\left|x_{1}\right|+\left|x_{2}\right|}\right]_{x_{2}=0}=1 . \tag{A.24}
\end{equation*}
$$

So $F(V) \geq \frac{1}{2}$ for all $V$ in which $c \neq 0$.
2. If $b \neq 0$, then $x_{2}=\frac{a}{b} x_{1}+\frac{c}{b} x_{3}=\alpha x_{1}+\gamma x_{3}$ for $\alpha:=\frac{a}{b}$ and $\gamma:=\frac{c}{b}$, and then $F(V)$ can be written as

$$
\begin{equation*}
F(V)=\sup _{\left(x_{1}, x_{3}\right) \in \mathbb{R}^{2} \backslash\{(0,0)\}} \frac{\left|(1+\alpha) x_{1}+\gamma x_{3}\right|+\left|\alpha x_{1}+\gamma x_{3}\right|}{\left|x_{1}\right|+\left|\alpha x_{1}+\gamma x_{3}\right|+\left|x_{3}\right|} . \tag{A.25}
\end{equation*}
$$

By the triangle inequality,

$$
\begin{equation*}
\left|(1+\alpha) x_{1}+\gamma x_{3}\right|+\left|\alpha x_{1}+\gamma x_{3}\right| \geq \frac{1}{2}\left(\left|x_{1}\right|+\left|(1+\alpha) x_{1}+\gamma x_{3}\right|+\left|\alpha x_{1}+\gamma x_{3}\right|\right) \tag{A.26}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
F(V) \geq \sup _{\left(x_{1}, x_{3}\right) \in \mathbb{R}^{2} \backslash\{(0,0)\}} \frac{\left|x_{1}\right|+\left|(1+\alpha) x_{1}+\gamma x_{3}\right|+\left|\alpha x_{1}+\gamma x_{3}\right|}{2\left(\left|x_{1}\right|+\left|\alpha x_{1}+\gamma x_{3}\right|+\left|x_{3}\right|\right)} \tag{A.27}
\end{equation*}
$$

When $x_{1}=1+|\gamma|$ and $x_{3}=|1+\alpha|$, using the triangle inequality,

Finally, from (A.27) we have

$$
\begin{equation*}
F(V) \geq\left[\frac{\left|x_{1}\right|+\left|(1+\alpha) x_{1}+\gamma x_{3}\right|+\left|\alpha x_{1}+\gamma x_{3}\right|}{2\left(\left|x_{1}\right|+\left|\alpha x_{1}+\gamma x_{3}\right|+\left|x_{3}\right|\right)}\right]_{x_{1}=1+|\gamma|, x_{3}=|1+\alpha|} \geq \frac{1}{2} \tag{A.29}
\end{equation*}
$$

for all $V$ in which $b \neq 0$.
3. If $a \neq 0$, then $x_{1}=\frac{b}{a} x_{2}+\frac{c}{a} x_{3}=\beta x_{2}+\gamma x_{3}$ for $\beta:=\frac{b}{a}$ and $\gamma:=\frac{c}{a}$. Therefore,

$$
\begin{align*}
F(V) & =\sup _{\left(x_{1}, x_{3}\right) \in \mathbb{R}^{2} \backslash\{(0,0)\}} \frac{\left|(1+\beta) x_{2}+\gamma x_{3}\right|+\left|x_{2}\right|}{\left|\beta x_{2}+\gamma x_{3}\right|+\left|x_{2}\right|+\left|x_{3}\right|} \\
& \geq\left[\frac{\left|(1+\beta) x_{2}+\gamma x_{3}\right|+\left|x_{2}\right|}{\left|\beta x_{2}+\gamma x_{3}\right|+\left|x_{2}\right|+\left|x_{3}\right|}\right]_{x_{3}=0} \\
& =\frac{|1+\beta|+1}{|\beta|+1}  \tag{A.30}\\
& =\frac{(|1+\beta|+1)+|1+\beta|+1}{2(|\beta|+1)} \\
& \geq \frac{1}{2}
\end{align*}
$$

for all $V$ in which $a \neq 0$.

So we have shown that

$$
\begin{equation*}
\sup _{x \in V \backslash\{0\}} \frac{\left|x_{1}+x_{2}\right|+\left|x_{2}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|} \geq \frac{1}{2} \tag{A.31}
\end{equation*}
$$

for all $V \subseteq \mathbb{R}^{3}$ with $\operatorname{dim}(V)=2$. However, for particular

$$
V_{0}:=\left\{\left(\begin{array}{c}
x_{1}  \tag{A.32}\\
x_{2} \\
x_{3}
\end{array}\right) \in \mathbb{R}^{3}: x_{1}=-x_{2}\right\}
$$

we know

$$
\begin{equation*}
\sup _{x \in V_{0} \backslash\{0\}} \frac{\left|x_{1}+x_{2}\right|+\left|x_{2}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|}=\frac{1}{2} \tag{A.33}
\end{equation*}
$$

and thus $F(V)=\sup _{x \in V \backslash\{0\}} \frac{\left|x_{1}+x_{2}\right|+\left|x_{2}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|}$ attains its infimum at $V_{0}$. Hence $s_{2}^{(1)}(A)=\frac{1}{2}$.
Finally, we conclude that

$$
\begin{equation*}
s_{\min (m, n)}^{(1)}(A)=s_{\min (m, n)}^{(\infty)}\left(A^{T}\right) \tag{A.34}
\end{equation*}
$$

holds for this example.
Lastly, let us also see an example of 2 by 4 matrix.

Remark A.0.8. For $p=2$, using sigular value decomposition, we get $s_{\min (m, n)}^{(2)}(A)=$ $s_{\min (m, n)}^{(2)}\left(A^{T}\right)=\frac{\sqrt{5}-1}{2}$ for this example.

Example A.0.9. $A=\left(\begin{array}{cccc}1 & 1 & 1 & 1 \\ 0 & 1 & -2 & -1\end{array}\right), m=2, n=4$, and $p=1$.

$$
\begin{align*}
& \text { Let } y=\binom{y_{1}}{y_{2}}, \text { then } A^{T} y=\left(\begin{array}{c}
y_{1} \\
y_{2} \\
y_{1}-2 y_{2} \\
y_{1}-y_{2}
\end{array}\right) \text {. Therefore } \\
& \begin{aligned}
s_{2}^{(\infty)}\left(A^{T}\right) & =\inf _{V \subseteq \mathbb{R}^{2}, \operatorname{dim}(V)=1} \sup _{y \in V,\|y\|_{\infty}=1}\left\|A^{T} y\right\|_{\infty} \\
& =\inf _{y \in \mathbb{R}^{2},\|y\|_{\infty}=1}\left\|A^{T} y\right\|_{\infty} \\
& =\inf _{\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}, \max \left(\left|y_{1}\right|,\left|y_{2}\right|\right)=1} \max \left(\left|y_{1}\right|,\left|y_{1}+y_{2}\right|,\left|y_{1}-2 y_{2}\right|,\left|y_{1}-y_{2}\right|\right) \\
& \geq \inf _{\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}, \max \left(\left|y_{1}\right|,\left|y_{2}\right|\right)=1} \max \left(\left|y_{1}\right|,\left|y_{1}+y_{2}\right|,\left|y_{1}-2 y_{2}\right|\right)
\end{aligned}
\end{align*}
$$

By Example A.0.5,

$$
\begin{equation*}
\inf _{\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}, \max \left(\left|y_{1}\right|,\left|y_{2}\right|\right)=1} \max \left(\left|y_{1}\right|,\left|y_{1}+y_{2}\right|,\left|y_{1}-2 y_{2}\right|\right)=1 \tag{A.36}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\inf _{\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}, \max \left(\left|y_{1}\right|,\left|y_{2}\right|\right)=1} \max \left(\left|y_{1}\right|,\left|y_{1}+y_{2}\right|,\left|y_{1}-2 y_{2}\right|,\left|y_{1}-y_{2}\right|\right) \geq 1 . \tag{А.37}
\end{equation*}
$$

Particularly at $\left(y_{1}, y_{2}\right)=(1,0)$, we have

$$
\begin{equation*}
\left[\max \left(\left|y_{1}\right|,\left|y_{1}+y_{2}\right|,\left|y_{1}-2 y_{2}\right|,\left|y_{1}-y_{2}\right|\right)\right]_{y_{1}=1, y_{2}=0}=1 \tag{A.38}
\end{equation*}
$$

Thus

$$
\inf _{\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}, \max \left(\left|y_{1}\right|,\left|y_{2}\right|\right)=1} \max \left(\left|y_{1}\right|,\left|y_{1}+y_{2}\right|,\left|y_{1}-2 y_{2}\right|,\left|y_{1}-y_{2}\right|\right)=1,
$$

in other words, $s_{2}^{(\infty)}\left(A^{T}\right)=1$.

On the other hand, let $x=\left(\begin{array}{c}x_{1} \\ x_{2} \\ x_{3} \\ x_{4}\end{array}\right)$, then $A x=\binom{x_{1}+x_{2}+x_{3}+x_{4}}{x_{2}-2 x_{3}-x_{4}}$. Therefore,

$$
\begin{align*}
s_{2}^{(1)}(A) & =\inf _{V \subseteq \mathbb{R}^{3}, \operatorname{dim}(V)=2} \sup _{x \in V,\|x\|_{1}=1}\|A x\|_{1} \\
& =\inf _{V \subseteq \mathbb{R}^{3}, \operatorname{dim}(V)=2} \sup _{x \in V,\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|+\left|x_{4}\right|=1}\left|x_{1}+x_{2}+x_{3}+x_{4}\right|+\left|x_{2}-2 x_{3}-x_{4}\right| \\
& =\inf _{V \subseteq \mathbb{R}^{3}, \operatorname{dim}(V)=2} \sup _{x \in V \backslash\{0\}} \frac{\left|x_{1}+x_{2}+x_{3}+x_{4}\right|+\left|x_{2}-2 x_{3}-x_{4}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|+\left|x_{4}\right|} . \tag{A.39}
\end{align*}
$$

Let $F(V):=\sup _{x \in V \backslash\{0\}} \frac{\left|x_{1}+x_{2}+x_{3}+x_{4}\right|+\left|x_{2}-2 x_{3}-x_{4}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|+\left|x_{4}\right|}$, then $s_{2}^{(1)}(A)=\inf _{V \subseteq \mathbb{R}^{3}, \operatorname{dim}(V)=2} F(V)$. For particular $V_{0}=\left\{\left(\begin{array}{c}x_{1} \\ x_{2} \\ x_{3} \\ x_{4}\end{array}\right): x_{2}=2 x_{3}+x_{4}\right\}$, we know

$$
\begin{equation*}
\sup _{x \in V_{0} \backslash\{0\}} \frac{\left|x_{1}+x_{2}+x_{3}+x_{4}\right|+\left|x_{2}-2 x_{3}-x_{4}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|+\left|x_{4}\right|}=\sup _{x \in V_{0} \backslash\{0\}} \frac{\left|x_{1}+x_{2}+x_{3}+x_{4}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|+\left|x_{4}\right|}=1, \tag{A.40}
\end{equation*}
$$

and it follows that $s_{2}^{(1)}(A) \leq 1$. For generic $V$, that is actually a 3-dimensioanl subspace in $\mathbb{R}^{4}$, we can assume

$$
V=\left\{\left(\begin{array}{c}
x_{1}  \tag{A.41}\\
x_{2} \\
x_{3} \\
x_{4}
\end{array}\right) \in \mathbb{R}^{3}: a x_{1}+b x_{2}+c x_{3}+d x_{4}=0\right\}
$$

where $a, b, c$ and $d$ are not all zeroes. Now we discuss (A.39) in four cases:

1. If $a \neq 0$, then $x_{1}=\frac{b}{a} x_{2}+\frac{c}{a} x_{3}+\frac{d}{a} x_{4}=\beta x_{2}+\gamma x_{3}+\delta x_{4}$ for $\beta:=\frac{b}{a}, \gamma:=\frac{c}{a}$ and $\delta:=\frac{d}{a}$. Therefore,

$$
\begin{align*}
F(V) & =\sup _{\left(x_{2}, x_{3}, x_{4}\right) \in \mathbb{R}^{3} \backslash\{(0,0,0)\}} \frac{\left|(1+\beta) x_{2}+(1+\gamma) x_{3}+(1+\delta) x_{4}\right|+\left|x_{2}-2 x_{3}-x_{4}\right|}{\left|\beta x_{2}+\gamma x_{3}+\delta x_{4}\right|+\left|x_{2}\right|+\left|x_{3}\right|+\left|x_{4}\right|} \\
& \geq\left[\frac{\left|(1+\beta) x_{2}+(1+\gamma) x_{3}+(1+\delta) x_{4}\right|+\left|x_{2}-2 x_{3}-x_{4}\right|}{\left|\beta x_{2}+\gamma x_{3}+\delta x_{4}\right|+\left|x_{2}\right|+\left|x_{3}\right|+\left|x_{4}\right|}\right]_{x_{2}=0, x_{3}=1 x_{4}=0}  \tag{A.42}\\
& =\frac{|1+\gamma|+2}{|\gamma|+1} .
\end{align*}
$$

It is not hard to see that $\frac{|1+\gamma|+2}{1+|\gamma|} \geq 1$ for all $\gamma \in \mathbb{R}$. So $F(V) \geq 1$ for all $V$ in which $a \neq 0$.
2. If $b \neq 0$, then $x_{2}=\frac{a}{b} x_{1}+\frac{c}{b} x_{3}+\frac{d}{b} x_{4}=\alpha x_{1}+\gamma x_{3}+\delta x_{4}$ for $\alpha:=\frac{a}{b}, \gamma:=\frac{c}{b}$ and $\delta:=\frac{d}{b}$. Therefore,

$$
\begin{align*}
F(V) & =\sup _{\left(x_{1}, x_{3}, x_{4}\right) \in \mathbb{R}^{3} \backslash\{(0,0,0)\}} \frac{\left|(1+\alpha) x_{1}+(1+\gamma) x_{3}+(1+\delta) x_{4}\right|+\left|\alpha x_{1}+(\gamma-2) x_{3}-x_{4}\right|}{\left|x_{1}\right|+\left|\alpha x_{1}+\gamma x_{3}\right|+\left|x_{3}\right|+\left|x_{4}\right|} \\
& \geq\left[\frac{\left|(1+\alpha) x_{1}+(1+\gamma) x_{3}+(1+\delta) x_{4}\right|+\left|\alpha x_{1}+(\gamma-2) x_{3}-x_{4}\right|}{\left|x_{1}\right|+\left|\alpha x_{1}+\gamma x_{3}\right|+\left|x_{3}\right|+\left|x_{4}\right|}\right]_{x_{1}=0, x_{3}=1 x_{4}=0}  \tag{A.43}\\
& =\frac{|1+\gamma|+|\gamma-2|}{1+|\gamma|} .
\end{align*}
$$

It is not hard to see that $\frac{|1+\gamma|+|\gamma-2|}{1+|\gamma|} \geq 1$ for all $\gamma \in \mathbb{R}$. So $F(V) \geq 1$ for all $V$ in which $b \neq 0$.
3. If $c \neq 0$, then $x_{3}=\frac{a}{c} x_{1}+\frac{b}{c} x_{2}+\frac{d}{c} x_{4}=\alpha x_{1}+\beta x_{2}+\delta x_{4}$ for $\alpha:=\frac{a}{c}, \beta:=\frac{b}{c}$ and $\delta:=\frac{d}{c}$. Thus we have

$$
\begin{align*}
F(V) & =\sup _{\left(x_{1}, x_{2}, x_{4}\right) \in \mathbb{R}^{3} \backslash\{(0,0,0)\}} \frac{\left|(1+\alpha) x_{1}+(1+\beta) x_{2}+(1+\delta) x_{4}\right|+\left|(1-2 \beta) x_{2}-2 \alpha x_{1}-x_{4}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|\alpha x_{1}+\beta x_{2}\right|+\left|x_{4}\right|} \\
& \geq\left[\frac{\left|(1+\alpha) x_{1}+(1+\beta) x_{2}+(1+\delta) x_{4}\right|+\left|(1-2 \beta) x_{2}-2 \alpha x_{1}-x_{4}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|\alpha x_{1}+\beta x_{2}\right|+\left|x_{4}\right|}\right]_{x_{1}=1, x_{2}=0} x_{4}=0  \tag{A.44}\\
& =\frac{|1+\alpha|+|2 \alpha|}{1+|\alpha|} .
\end{align*}
$$

It is not hard to see that $\frac{|1+\alpha|+|2 \alpha|}{1+|\alpha|} \geq 1$ for all $\alpha \in \mathbb{R}$. So $F(V) \geq 1$ for all $V$ in which $c \neq 0$.
4. If $d \neq 0$, then $x_{4}=\frac{a}{d} x_{1}+\frac{b}{d} x_{2}+\frac{c}{d} x_{3}=\alpha x_{1}+\beta x_{2}+\gamma x_{3}$ for $\alpha:=\frac{a}{d}, \beta:=\frac{b}{d}$ and $\gamma:=\frac{c}{d}$. Thus we have

$$
\begin{align*}
F(V) & =\sup _{\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} \backslash\{(0,0)\}} \frac{\left|(1+\alpha) x_{1}+(1+\beta) x_{2}+(1+\gamma) x_{3}\right|+\left|(1-\beta) x_{2}-\alpha x_{1}-(2+\gamma) x_{3}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|+\left|\alpha x_{1}+\beta x_{2}+\gamma x_{3}\right|} \\
& \geq\left[\frac{\left|(1+\alpha) x_{1}+(1+\beta) x_{2}+(1+\gamma) x_{3}\right|+\left|(1-\beta) x_{2}-\alpha x_{1}-(2+\gamma) x_{3}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|+\left|\alpha x_{1}+\beta x_{2}+\gamma x_{3}\right|}\right]_{x_{1}=0, x_{2}=1 x_{3}=0}  \tag{A.45}\\
& =\frac{|1+\beta|+|1-\beta|}{1+|\beta|} .
\end{align*}
$$

It is not hard to see that $\frac{|1+\beta|+|1-\beta|}{1+|\beta|} \geq 1$ for all $\beta \in \mathbb{R}$. So $F(V) \geq 1$ for all $V$ in which $d \neq 0$.

So we have shown that

$$
\begin{equation*}
\sup _{x \in V \backslash\{0\}} \frac{\left|x_{1}+x_{2}+x_{3}+x_{4}\right|+\left|x_{2}-2 x_{3}-x_{4}\right|}{\left|x_{1}\right|+\left|x_{2}\right|+\left|x_{3}\right|+\left|x_{4}\right|} \geq 1 \tag{A.46}
\end{equation*}
$$

for all $V \subseteq \mathbb{R}^{4}$ with $\operatorname{dim}(V)=3$. Hence $s_{2}^{(1)}(A)=1$ in (A.39).
Finally, we conclude that

$$
\begin{equation*}
s_{\min (m, n)}^{(1)}(A)=s_{\min (m, n)}^{(\infty)}\left(A^{T}\right) \tag{A.47}
\end{equation*}
$$

in this example.
Remark A.0.10. For $p=2$, using sigular value decomposition, we get $s_{\min (m, n)}^{(2)}(A)=$ $s_{\min (m, n)}^{(2)}\left(A^{T}\right)=\sqrt{5-\sqrt{5}}$ for this example.

Remark A.0.11. The above are some computable examples for the duality. However, if we change $p=1$ to some finite number $p>1$ and $p \neq 2$ for a general rectangular matrix $A$, to get the exact values of the smallest $p$-singular value of $A$ and the smallest $q$-singular value of $A^{T}$ can be computationally hard, due to the potential difficulty in finding the exact subspace at which the infimum is achieved, but one may show they turn out to be equal in an indirect way.

## Appendix B

## Non-convex Geometry Under Linear Map

In this appendix, we would like to present some work on non-convex geometry under linear map, as it is closely related to the $\ell_{q}$-null space property of matrices for $0<q<1$.

First of all, let us introduce the generalized $q$-perimeter of a polygon.

Definition B.0.12 ( $q$-perimeter). The $q$-perimeter of a polygon $\mathcal{P}$ with edges $e_{1}, e_{2}, \cdots, e_{m}$, denoted by $\operatorname{Perimeter}_{q}(\mathcal{P})$, is defined as

$$
\begin{equation*}
\operatorname{Perimeter}_{q}(\mathcal{P}):=\sum_{k=1}^{m}\left(\operatorname{length}\left(e_{k}\right)\right)^{q} \tag{B.1}
\end{equation*}
$$

We have the following lemma for the generalized $q$-perimeter of polygon under linear map.

Lemma B.0.13 ( $q$-perimeter of polygon under linear map). For any $2 \times n$ matrix $M$ with columns $\mathbf{c}_{1}, \mathbf{c}_{1}, \cdots, \mathbf{c}_{n} \in \mathbb{R}^{2}$, we have

$$
\begin{equation*}
\operatorname{Perimeter}_{q}\left(M[-1,1]^{n}\right)=2^{q+1} \sum_{k=1}^{n}\left\|\mathbf{c}_{k}\right\|_{2}^{q} \tag{B.2}
\end{equation*}
$$

Proof. By the singular value decomposition, there exist a $2 \times 2$ orthogonal matrix $U$, an $n \times n$ orthogonal matrix $V$ and a $2 \times n$ diagonal matrix $\Lambda$ with non-negative entries $\lambda_{1}$ and $\lambda_{2}$ on its main diagonal, such that $M=U \Lambda V^{T}$.

Let $M^{\prime}:=\Lambda V^{T}$, and let's first show that if the claim holds for $M^{\prime}$ then it is true for $M=U M^{\prime}$. Now suppose

$$
\begin{equation*}
\operatorname{Perimeter}_{q}\left(M^{\prime}[-1,1]^{n}\right)=2^{q+1} \sum_{k=1}^{n}\left\|\mathbf{c}_{k}^{\prime}\right\|_{2}^{q} \tag{B.3}
\end{equation*}
$$

where $\mathbf{c}_{1}^{\prime}, \mathbf{c}_{2}^{\prime}, \cdots, \mathbf{c}_{n}^{\prime}$ are the columns of $M^{\prime}$. Since an orthogonal transformation preserves the geometric features including the length of the edges of a polygon, then

$$
\begin{equation*}
\operatorname{Perimeter}_{q}\left(M[-1,1]^{n}\right)=\operatorname{Perimeter}_{q}\left(M^{\prime}[-1,1]^{n}\right) \tag{B.4}
\end{equation*}
$$

Moreover, we also have $\left\|\mathbf{c}_{k}^{\prime}\right\|_{2}=\left\|U \mathbf{c}_{k}\right\|_{2}=\left\|\mathbf{c}_{k}\right\|_{2}$. So (B.2) holds for $\mathrm{t} M^{\prime}=\Lambda V^{T}$ if it is true for $M^{\prime}$.

Next, we'll show that (B.3) is true for $M^{\prime}=\Lambda V^{T}$. For the orthogonal matrix $V^{T}=$ : $\left(V_{i, j}\right)_{n \times n}$, we know that $V^{T}$ is a composition of permutations, reflections, and (or) rotations, hence $V^{T}[-1,1]^{n}$ is also an $n$-cube obtained by a rigid body motion of the $n$-cube $[-1,1]^{n}$. Let $V^{T}=\left(V_{1}, V_{2}, \cdots, V_{n}\right)$ in which $V_{i}$ is the $i$-th column of $V$ for $i=1,2, \cdots, n$. To get the $q$-perimeter of a polygon, we just need to find its vertices. The set of vertices of the $n$-cube $[-1,1]^{n}$ is

$$
\begin{equation*}
\left\{\left(\epsilon_{1}, \epsilon_{1}, \cdots, \epsilon_{n}\right) \in \mathbb{R}^{n}: \epsilon_{j}= \pm 1, j=1,2, \cdots, n\right\} \tag{B.5}
\end{equation*}
$$

and then that of the $n$-cube $V^{T}[-1,1]^{n}$ is

$$
\begin{equation*}
\left\{\left(\sum_{j=1}^{n} \epsilon_{j} V_{j}\right)^{T} \in \mathbb{R}^{n}: \epsilon_{j}= \pm 1, j=1,2, \cdots, n\right\} \tag{B.6}
\end{equation*}
$$

Therefore, $\Lambda V^{T}[-1,1]^{n}$ is a polygon with vertices

$$
\begin{equation*}
\left\{\left(\lambda_{1} \sum_{j=1}^{n} \epsilon_{j} V_{1, j}, \lambda_{2} \sum_{j=1}^{n} \epsilon_{j} V_{2, j}\right) \in \mathbb{R}^{2}: \epsilon_{j}= \pm 1, j=1,2, \cdots, n\right\} \tag{B.7}
\end{equation*}
$$

Summing the $q$-length of the edges between the adjacent vertices, in which only one component of the $\epsilon$ 's differs, we have

$$
\begin{align*}
\operatorname{Perimeter}_{q}\left(\Lambda V^{T}[-1,1]^{n}\right) & =2 \sum_{j=1}^{n}\left(\sqrt{\left(2 \lambda_{1} V_{1, j}\right)^{2}+\left(2 \lambda_{2} V_{2, j}\right)^{2}}\right)^{q}  \tag{B.8}\\
& =2^{q+1} \sum_{j=1}^{n}\left(\sqrt{\left(\lambda_{1} V_{1, j}\right)^{2}+\left(\lambda_{2} V_{2, j}\right)^{2}}\right)^{q} .
\end{align*}
$$

On the other hand, if $\mathbf{c}_{1}, \mathbf{c}_{2}, \cdots, \mathbf{c}_{n}$ are the columns of $\Lambda V^{T}$, then

$$
\begin{equation*}
\sum_{k=1}^{n}\left\|\mathbf{c}_{k}\right\|_{2}^{q}=\left\|\binom{\lambda_{1} V_{1, j}}{\lambda_{2} V_{2, j}}\right\|_{2}^{q}=\sum_{j=1}^{n}\left(\sqrt{\left(\lambda_{1} V_{1, j}\right)^{2}+\left(\lambda_{2} V_{2, j}\right)^{2}}\right)^{q} \tag{B.9}
\end{equation*}
$$

Thus we have finished the proof.

Remark B.0.14. Lemma B.0.13 also holds for $q>1$. In the case when $n=1, M[-1,1]^{n}$ is a line segment, but we view it as a digon, which is degenerate in $\mathbb{R}^{2}$, and then $\operatorname{Perimeter}_{q}\left(M[-1,1]^{n}\right)$ is 2 times the $q$-th power of the length of the line segment.

This lemma and Theorem 6.3.2 imply the following
Corollary B.0.15. Given $0<q \leq 1$ and $B \in \mathbb{R}^{2 \times N}$,

$$
\begin{equation*}
\left\|(x, y) B_{S}\right\|_{q} \prec\left\|(x, y) B_{S^{c}}\right\|_{q} \tag{B.10}
\end{equation*}
$$

for all $(x, y) \in \mathbb{R}^{2} \backslash\{0\}$ and some $S \subseteq\{1,2, \cdots, N\}$ with $|S|=s$. Then

$$
\begin{equation*}
\text { Perimeter }_{q}\left(B_{S}\left([-1,1]^{s}\right)\right) \prec \operatorname{Perimeter}_{q}\left(B_{S^{c}}\left([-1,1]^{N-s}\right)\right) . \tag{B.11}
\end{equation*}
$$

Remark B.0.16. In [19], it was shown that

$$
\begin{equation*}
B_{S}\left([-1,1]^{s}\right) \subseteq B_{S^{c}}\left([-1,1]^{N-s}\right) \tag{B.12}
\end{equation*}
$$

holds if

$$
\begin{equation*}
\left\|(x, y) B_{S}\right\|_{1} \prec\left\|(x, y) B_{S^{c}}\right\|_{1} \tag{B.13}
\end{equation*}
$$

for all $(x, y) \in \mathbb{R}^{2} \backslash\{(0,0)\}$, for which dual spaces and the Hahn-Banach theorem were used in the proof. In fact, more generally, (B.12) holds if

$$
\begin{equation*}
\left\|(x, y) B_{S}\right\|_{q} \prec\left\|(x, y) B_{S^{c}}\right\|_{q} \tag{B.14}
\end{equation*}
$$

for some $q \geq 1$ and all $(x, y) \in \mathbb{R}^{2} \backslash\{(0,0)\}$, because of the convexity of the function $t \rightarrow t^{q}$ when $q \geq 1$. Then the containing relation (B.12) on convex polygons allows one to compare their perimeters. However, this method becomes infeasible for the case of $0<q<1$ because of the following reasons.

Firstly, (B.12) may not hold if (B.14) holds for some $0<q<1$ and all $(x, y) \in \mathbb{R}^{2} \backslash$ $\{(0,0)\}$. An example is $q=\frac{1}{2}$,

$$
B=\left(\begin{array}{ccc}
1601 & 500 & 1100  \tag{B.15}\\
1600 & 720 & 900
\end{array}\right)
$$



Figure B.1: Parallelograms
and $S=\{1\}$. In this example,

$$
\begin{equation*}
\left\|(x, y) B_{S}\right\|_{\frac{1}{2}}<\left\|(x, y) B_{S^{c}}\right\|_{\frac{1}{2}} \tag{B.16}
\end{equation*}
$$

for all $(x, y) \in \mathbb{R}^{2} \backslash\{(0,0)\}$, that will be verified later, but the point $B_{S}(\{1\})=\{(1601,1600)\}$ in $B_{S}([-1,1])$ is not contained in the parallelogram $B_{S^{c}}\left([-1,1]^{2}\right)$.

Secondly, for a given $0<q<1$, (6.21) may not hold even if (B.12) holds, due to the non-convexity of the function $t \rightarrow t^{q}$ when $0<q<1$. An example for this is the following. Let $B$ be the $2 \times 4$ matrix such that $B_{S^{c}}\left([-1,1]^{2}\right)$ is parallelogram $A B C D$ and $B_{S}\left([-1,1]^{2}\right)$ is parallelogram $A E C F$ with the lengths of the edges prescribed in Figure B.1, and $q=\frac{1}{2}$. The $\frac{1}{2}$-perimeter of parallelogram $A E C F$ is 30 and the $\frac{1}{2}$-perimeter of parallelogram $A B C D$ is $8+4 \sqrt{29}$, so the $q$-perimeter of parallelogram $A E C F$ is larger than the $q$-perimeter of parallelogram $A B C D$ for $q=\frac{1}{2}$, although parallelogram $A E C F$ is contained in parallelogram $A B C D$.

Now let us verify the claim that if

$$
B=\left(\begin{array}{ccc}
1601 & 500 & 1100  \tag{B.17}\\
1600 & 720 & 900
\end{array}\right)
$$

then

$$
\begin{equation*}
\left\|(x, y) B_{S}\right\|_{\frac{1}{2}}<\left\|(x, y) B_{S^{c}}\right\|_{\frac{1}{2}} \tag{B.18}
\end{equation*}
$$

for $S=\{1\}$ and all $(x, y) \in \mathbb{R}^{2} \backslash\{(0,0)\}$.
It suffices to show

$$
\begin{equation*}
|1601 x+1600 y|^{\frac{1}{2}}<|500 x+720 y|^{\frac{1}{2}}+|1100 x+900 y|^{\frac{1}{2}} \tag{B.19}
\end{equation*}
$$



Figure B.2: The graph of difference function $f(\theta)$
all $(x, y) \in \mathbb{R}^{2} \backslash\{(0,0)\}$, that can be written as

$$
\begin{equation*}
|1601 \cos \theta+1600 \sin \theta|^{\frac{1}{2}}<|500 \cos \theta+720 \sin \theta|^{\frac{1}{2}}+|1100 \cos \theta+900 \sin \theta|^{\frac{1}{2}} \tag{B.20}
\end{equation*}
$$

for all $\theta \in[0,2 \pi]$.
Indeed, (B.20) holds for all $\theta \in[0,2 \pi]$, because graphing the difference function

$$
\begin{align*}
f(\theta):=\sqrt{|500 \cos \theta+720 \sin \theta|} & +\sqrt{|1100 \cos \theta+900 \sin \theta|}  \tag{B.21}\\
& -\sqrt{|1601 \cos \theta+1600 \sin \theta|}
\end{align*}
$$

by using Mathematica, we can see from Figure B. 2 that $f(\theta)$ is always positive for $\theta \in[0,2 \pi]$.
So (B.18) holds for $S=\{1\}$ and all $(x, y) \in \mathbb{R}^{2} \backslash\{(0,0)\}$.

## Appendix C

Some Numerical Experiments on $p$-Sigular Value for $p>1$ and $q$-Singular Value for $0<q \leq 1$ of Random Matrices

In this appendix, we show the results from some numerical experiments on the $p$-singular value for $p>1$ and $q$-singular value for $0<q \leq 1$ of random matrices.

For $p=2$, we plot the largest 2 -singular value of Gaussian random matrices of size $n \times n$, where $n$ runs from 1 through 100. See Figure C.1. This graph shows that the 2 -singular value is $O(\sqrt{n})$.

For $p=1$, in the first numerical experiment we plot the largest 1 -singular value of Gaussian random of size $n \times n$, where $n$ runs from 1 through 100. See Figure C.2. The graph shows that the largest 1-singular value is $O(n)$, as estimated in Theorem 2.3.10, Theorem 2.3.16, and Theorem 4.2.3 as well.

In the second numerical experiment for $p=1$, we plot the largest 1 -singular value of Gaussian random matrices of size $n \times n$, where $n$ runs from 1 through 200. See Figure C.3.


Figure C.1: Largest 2-singular value of Gaussian random matrices


Figure C.2: Largest 1-singular value of Gaussian random matrices: Experiment 1


Figure C.3: Largest 1-singular value of Gaussian random matrices: Experiment 2

The graph shows that the largest 1 -singular value is $O(n)$, as estimated in Theorem 2.3.10, Theorem 2.3.16, and Theorem 4.2.3 as well.

In the third experiment for $p=1$, we plot the largest 1 -singular value of Gaussian random matrices of size $n \times n$, where $n$ runs from 1 through 400. See Figure C.4. The graph shows that the largest 1 -singular value is $O(n)$, as estimated in Theorem 2.3.10, Theorem 2.3.16, and Theorem 4.2.3 as well.

For $p=\infty$, we plot the largest $\infty$-singular value of Gaussian random matrices of size $n \times n$, where $n$ runs from 1 through 500. See Figure C.5. This graph shows that the $\infty$-singular value is $O(n)$, as estimated in Theorem 2.3.10 and Theorem 2.3.16.


Figure C.4: Largest 1-singular value of Gaussian random matrices: Experiment 3


Figure C.5: Largest $\infty$-singular value of Gaussian random matrices

For $p=\frac{1}{3}$, we plot the largest $\frac{1}{3}$-singular value of Gaussian random matrices of size $n \times n$, where $n$ runs from 1 through 500. See Figure C.6. This graph shows that the $\infty$-singular value is approximately $O\left(n^{3}\right)$, as estimated in Theorem 2.3.10 and Theorem 2.3.16.

For $p=\frac{1}{4}$, we plot the largest $\frac{1}{4}$-singular value of Gaussian random matrices of size $n \times n$, where $n$ runs from 1 through 300. See Figure C.7. This graph shows that the $\frac{1}{4}$-singular value is approximately $O\left(n^{4}\right)$, as estimated in Theorem 2.3.10 and Theorem 2.3.16.

For rectangular matrices, we also plot the largest $\frac{1}{4}$-singular value of Gaussian random matrices of size $m \times n$, where $m$ and $n$ run from 1 through 100. See Figure C.8. This graph


Figure C.6: Largest $\frac{1}{3}$-singular value of Gaussian random matrices


Figure C.7: Largest $\frac{1}{4}$-singular value of Gaussian random matrices
shows that the $\frac{1}{4}$-singular value is approximately $O\left(m^{4}\right)$, as estimated in Theorem 2.3.10 and Theorem 2.3.16.


Figure C.8: Largest $\frac{1}{4}$-singular value of rectangular Gaussian random matrices
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