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#### Abstract

The procedures for constructing vertex splines in various spline spaces $S_{d}^{r}(\triangle)$ in the bivariate and trivariate settings are described and approximation formulas based on these vertex splines are constructed in this thesis. These vertex splines span a super spline subspace of $S_{d}^{r}(\triangle)$ and the optimal approximation order of $S_{d}^{r}(\triangle)$ is attained by using these approximation formulas. Here, $S_{d}^{r}(\triangle)$ stands for the following space of all piecewise polynomial functions of degree $d$ and of smoothness order $r$ on a given grid partition $\triangle$ : (i) $r \geq 1, d \geq 3 r+2$, and $\triangle$ consists of triangles and parallelograms in the bivariate setting; (ii) $r=1, d=7$, and $\triangle$ consists of tetrahedra and satisfies that the number of tetrahedra around each nonsingular edge is odd in the trivariate setting; (iii) $r \geq 1, d \geq 6 r+3$, and $\triangle$ consists of tetrahedra in the trivariate setting; and (iv) $r \geq 1, d \geq 8 r+1$, and $\triangle$ consists of tetrahedra, prisms and parallelepipeds in the trivariate setting.
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## 1. INTRODUCTION

One of the most important problems in multivariate spline approximation (MSA) is derivation of effective constructive schemes of piecewise polynomial functions with certain smoothness which are good approximations to a target function with only partial information known. For instance, fitting a surface to given discrete data is one of the aspects to deal with. This problem has not only theoretical interest, but also a lot of applications in various sciences and engineering research areas, such as computer graphics, computer-aided geometric design, large-scale integrated circuit design, fitting a wind field over complex terrains, analyzing electromagnetic fields of an optical waveguide, petroleum exploration, heart and brain potential measurements, etc.. Indeed, almost all problems in the real world are multivariable or multiparameteric in nature, and only partial known data are usually available.

Though some individual research works on this subject were scattered in the literature, a systematical study with emphasis on locally supported splines in the multivariate setting did not start until the later part of the 70's. First, simplicial Bsplines and geometrical interpretation of univariate B-splines in multivariate setting were studied. (cf. [51, 52, 56, 57, 76, 92].) Later, box splines were introduced and studied extensively in both theoretical and computational aspects. (cf. [7, 9, 12-18, $20-23,32,38,41,42,49,50,54,55,58-66,77,81-87,94,98,99,117]$.) A special feature of box splines is that they are supported on uniformly spaced triangular partitions. For an arbitrary but given triangulation, the notion of bivariate vertex splines was introduced in [36]. Later, they were generalized to any higher dimension (cf. [39, 40]). A systematic study of this subject of multivariate polynomial splines is given in the recent monograph [28].

Given a partition consisting of patches (triangles, parallelograms, or simplices, parallelepipeds), vertex splines are piecewise polynomial functions with preassigned order of smoothness supported only on a part of the union of all patches sharing at most one common vertex. In any Euclidean space $\mathbb{R}^{s}$, for any smoothness requirement $r \geq 1$, vertex splines may be constructed as long as the degree $d$ of the polynomials used in the construction is at least $2^{s} r+1$ where $s \geq 3$ and at least $3 r+2$ where $s=2$. Even for a mixed partition consisting of triangles and parallelograms in $\mathbb{R}^{2}$, vertex splines may also be constructed when $d \geq 4 r+1$. These results can be found in [37, 39, 40].

This manuscript follows the style of the SIAM Journal on Numerical Analysis.

However, by a result in [36] or [4], any vertex spline in $S_{4}^{1}(\triangle)$ in $\mathbb{R}^{2}$ for some triangulation must vanish at all vertices; and by a result in [87] the full approximation order may not be realized by $S_{3 r+1}^{r}(\triangle)$ where $\triangle$ is a three direction mesh. Thus, in the bivariate setting, the minimal degree of $3 r+2$ is necessary in general to give a useful spline space on which useful locally supported splines may be constructed to realize the full approximation order.

On the one hand, the computation of vertex spline surfaces is fairly easy. In addition, only B-nets of polynomial pieces of vertex splines are stored in a computer, manipulated in various operations of arithmetic including differentiation and integration. (cf. $[8,10,11,28,53,70,71,103-106]$.) Also evaluation of vertex spline surfaces is easily implemented by using their B-nets and de Casteljau's algorithm or other polynomial evaluators (cf. [10, 53, 112]). On the other hand, the subjects of computer-aided geometric design (CAGD) and the finite elements methods (FEM) are closely related to the subject of multivariate spline approximation (MSA). The powerful tool of Bézier representation of polynomials over triangular patches in CAGD has been adopted and developed as a useful tool in MSA. Also, the construction of vertex splines is seen to be intimately related to FEM. For instance, imposition of extra smoothness conditions at vertices in construction of vertex splines is similar to that in FEM. An improvement of vertex splines over FEM is that they can be constructed when $d \geq 3 r+2$ in the bivariate case (cf. [37]) and $d \geq 6 r+3$ in the trivariate case (cf. Section 3.5 of this dissertation), but FEM only applies to $d \geq 4 r+1$ and $8 r+1$ respectively (cf. [25, 88-90, 118-120]). Hence, vertex splines of lower degrees can be used as trial functions in the variational formulation in finite elements analysis. Also, the solution of a partial differential equation may be represented by using vertex splines. In this case, the inner product of vertex splines can be found efficiently by using their B-nets and no mapping to the standard triangle is necessary. Similarly, due to the fact that the supports of vertex splines are local, vertex splines can also be used in CAGD. Indeed, a change in the given data alters the spline space, a linear combination of vertex splines, only in a small region around those points where the change take places and evaluation of the spline space is largely independent of the amount of data. These properties will be helpful in surface design. In summary, MSA benefits both FEM and CAGD.

Therefore, vertex splines seem to be very promising in both theoretical and practical purposes and will find many applications. Thus, we would like to study the theory of multivariate spline approximation and continue our efforts to develop the theory on vertex splines in this dissertation. In the following cases, we shall describe the
procedure of constructing vertex splines in $S_{d}^{r}(\triangle)$ and find a linear projection which can be used to realize the full approximation order of $S_{d}^{r}(\triangle)$ :
(1) $\triangle$ is a mixed partition consisting of triangles and parallelograms and $d \geq 3 r+2$ in the bivariate setting;
(2) $\triangle$ is a partition consisting of tetrahedra with an additional constraint, $r=1$ and $d=7$ in the trivariate setting;
(3) $\triangle$ is a partition consisting of tetrahedra only, and $r \geq 1$ and $d \geq 6 r+3$ in the trivariate setting;
(4) $\triangle$ is an arbitrary partition consisting of tetrahedra, prisms, and parallelepipeds, $r \geq 1$ and $d \geq 8 r+1$ in the trivariate setting.

In this dissertation, barycentric coordinates will be adopted instead of rectangular coordinates so that polynomial pieces of a vertex spline can be represented in B-form (cf. [11], [28] or [71]). Thus, smoothness conditions of polynomials over two adjacent geometric configurations (triangles, parallelograms; simplices, prisms, parallelepipeds ) will be expressed in a nice and symmetric form, independent of coordinates. These smoothness conditions provide some useful applications which will be used in the construction of vertex splines. The technique of "disentangling the rings" in [19] will be generalized to those cases where $\triangle$ consists of both triangles and parallelograms in the bivariate setting and $\triangle$ consists of tetrahedra, prisms and parallelepipeds in the trivariate setting. Hence, vertex splines in the spline spaces mentioned above can be possibly constructed. Approximation formulas based on these vertex spines will also be considered and studied to some details. The results obtained in this dissertation can be summarized as follows.
(i) In the bivariate case, for any mixed partition consisting of both triangles and parallelograms, fundamental vertex splines of smoothness $r$ and degree $d \geq$ $3 r+2$ are constructed and the full approximation order is realized by using these vertex splines. These results generalize the ones in [37] to mixed partition regions.
(ii) In the trivariate case, when $r=1$ and $d=7$, vertex splines can be constructed when the simplicial partition satisfied an additional constraint, which is that each of interior edges is either singular edge or an edge sharing by odd numbers tetrahedra. If the partition $\triangle$ satisfies this additional constraint, the full approximation order can be realized by using these vertex splines in $S_{7}^{1}(\triangle)$.
(iii) Again in the trivariate case, for any smoothness requirement $r$, vertex splines can be constructed on any given simplicial partition when degree $d \geq 6 r+3$ and the full approximation order will be realized by using these vertex splines. This improves a result of [88-90] that Hermite elements may be constructed when $d \geq 8 r+1$.
(iv) Again in the trivariate case, for any mixed partition consisting of tetrahedra, prisms, and parallelepipeds, vertex splines can be constructed when degree $d \geq$ $8 r+1$ and it seems that the degree cannot be reduced.

The layout of this dissertation is as follows: in Sections 2.1-2.5, bivariate vertex splines on mixed partitions are studies; Sections 3.1-3.6 consists of the study on trivariate vertex splines. In Section 2.1-2.5, we first start with preliminary materials: polynomial representations, polynomial interpolation, and smoothness conditions and applications. Then the construction of vertex splines and a linear projection are outlined, and the verification that the linear projection realizes the full order is provided. In Sections 3.1-3.6, after introducing polynomial representations and polynomial interpolation of trivariate polynomials based on tetrahedron, prism, and parallelepiped, we present smoothness conditions of trivariate polynomials over adjacent patches and their applications. Then we study the cases (2), (3), and (4) mentioned above separately and in some details. We leave the discussion on the application aspects of vertex splines as well as other comments on vertex splines to Section 4. Pictures of some vertex splines in $\widehat{S}_{5}^{1}$ in $\mathbb{R}^{2}$ are included in the appendix. An extensive list of references on the theory of multivariate splines is also included in this dissertation.

## 2. BIVARIATE VERTEX SPLINES

### 2.1 Polynomial Representations

Grid partitions of a given region $R \subset \mathbb{R}^{2}$ to be studied throughout this part consists of both triangles and parallelograms. In order to construct vertex splines on such grid partitions, we will use both polynomials of total degree and of coordinate degree. On a triangle, we use polynomials of total degree, and on a parallelogram, polynomials of coordinate degree corresponding to the parallelogram. Each polynomial piece of a spline on the grid partition will take on Bézier or Bernstein representations, in short, B-forms. Let us introduce these B-forms and we will use barycentric coordinates to do so.

For a triangle $T_{1}=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle=\left\{\sum_{i=1}^{3} \lambda_{i} \mathbf{x}_{i}: \sum_{i=1}^{3} \lambda_{i}=1, \lambda_{i} \geq 0\right\}$, where $\mathbf{x}_{1}, \mathbf{x}_{2}$, $\mathbf{x}_{3} \in \mathbb{R}^{2}$, any $\mathbf{x}=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$ can be identified by the 3-tuple $\lambda=\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ satisfying

$$
\begin{equation*}
\mathbf{x}=\sum_{i=1}^{3} \lambda_{i} \mathbf{x}_{i} \tag{2.1.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=1}^{3} \lambda_{i}=1 \tag{2.1.2}
\end{equation*}
$$

This 3 -tuple is called the barycentric coordinate of $\mathbf{x}$ with respect to the triangle $T_{1}$. For any $\beta=\left(\beta_{1}, \beta_{2}, \beta_{3}\right) \in \mathbb{Z}_{+}^{3}$ with $|\beta|=\beta_{1}+\beta_{2}+\beta_{3}$, we denote

$$
\Phi_{\beta}(\lambda)=\frac{|\beta|!}{\beta!} \lambda^{\beta}=\frac{|\beta|!}{\beta_{1}!\beta_{2}!\beta_{3}!}\left(\lambda_{1}\right)^{\beta_{1}}\left(\lambda_{2}\right)^{\beta_{2}}\left(\lambda_{3}\right)^{\beta_{3}} .
$$

Knowing from (2.1.1) and (2.1.2) that $\lambda$ is a linear function of $\mathbf{x}, \Phi_{\beta}(\lambda)$ is a polynomial of total degree $|\beta|$ of $\mathbf{x}$. It is also known that $\left\{\Phi_{\beta}(\lambda):|\beta|=n\right\}$ is a basis of the polynomial space $\pi_{n}$, the space of all polynomials of total degree $n$. Hence, we may express a polynomial $P_{n}(\mathbf{x})$ of total degree $n$ by using the following representation

$$
\begin{equation*}
P_{n}(\mathbf{x})=\sum_{|\beta|=n} a_{\beta} \Phi_{\beta}(\lambda) \tag{2.1.3}
\end{equation*}
$$

which is called Bézier representation, in short, B-form of polynomial $P_{n}$ with respect to the triangle $T_{1}$. We also denote by $\pi_{n}\left(T_{1}\right)$ the space of all polynomials of total degree $n$ in B-form (2.1.3) with respect to $T_{1}$. In addition, the set

$$
\left\{\left(\frac{\beta_{1}}{n} \mathbf{x}_{1}+\frac{\beta_{2}}{n} \mathbf{x}_{2}+\frac{\beta_{3}}{n} \mathbf{x}_{3}, a_{\beta}\right):|\beta|=n\right\}
$$

is called the Bézier net of $P_{n}$ on $T_{1}$, in short, the B-net of $P_{n}$, and $a_{\beta},|\beta|=n$ are called the B-coefficients of $P_{n}$ which may be simply shown as in Figure 2.1 where $n=5$.


Fig. 2.1 The B-coefficients of $P_{5}$
Next, for a parallelogram $T_{2}=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}, \mathbf{y}_{4}\right\rangle$, where $\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}, \mathbf{y}_{4} \in \mathbb{R}^{2}$ are its four vertices, we assume that $\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}\right\rangle \| \mid\left\langle\mathbf{y}_{3}, \mathbf{y}_{4}\right\rangle$ and $\left\langle\mathbf{y}_{1}, \mathbf{y}_{3}\right\rangle \| \mid\left\langle\mathbf{y}_{2}, \mathbf{y}_{4}\right\rangle$ without loss of generality. For each $\mathbf{x} \in\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}, \mathbf{y}_{4}\right\rangle$, it is clear that $\mathbf{x}$ may be uniquely expressed as

$$
\mathbf{x}=\mathbf{y}_{1}+\mu_{1}\left(\mathbf{y}_{2}-\mathbf{y}_{1}\right)+\mu_{2}\left(\mathbf{y}_{3}-\mathbf{y}_{1}\right)
$$

where $\mu_{1}, \mu_{2}$ are two nonnegative numbers. Set $\mu=\left(\mu_{1}, \mu_{2}\right)$ which is called barycentric coordinate of $\mathbf{x}$ with respect to $T_{2}$. For any $\sigma=\left(\sigma_{1}, \sigma_{2}\right) \in \mathbb{Z}_{+}^{2}$ and $\alpha=\left(\alpha_{1}, \alpha_{2}\right) \leq$ $\left(\sigma_{1}, \sigma_{2}\right)$, denote

$$
\tilde{\Phi}_{\alpha}^{\sigma}(\mu)=\binom{\sigma_{1}}{\alpha_{1}}\binom{\sigma_{2}}{\alpha_{2}}\left(\mu_{1}\right)^{\alpha_{1}}\left(1-\mu_{1}\right)^{\sigma_{1}-\alpha_{1}}\left(\mu_{2}\right)^{\alpha_{2}}\left(1-\mu_{2}\right)^{\sigma_{2}-\alpha_{2}} .
$$

Then, $\tilde{\Phi}_{\alpha}^{\sigma}$ is a polynomial of $\mathbf{x}$. We denote by $\pi_{\sigma}\left(T_{2}\right)$ the space of all polynomials in the form

$$
\begin{equation*}
\tilde{P}_{\sigma}(\mathbf{x})=\sum_{\alpha \leq \sigma} \tilde{a}_{\alpha} \tilde{\Phi}_{\alpha}^{\sigma}(\mu) . \tag{2.1.4}
\end{equation*}
$$

Here, $\tilde{P}_{\sigma}$ is called Bernstein representation, in short, B-form of polynomial of coordinate degree $\sigma$ with respect to $T_{2}$.

If $\sigma=(n, n)$, we simply write $\pi_{n}\left(T_{2}\right), \tilde{P}_{n}(\mathbf{x}), \tilde{\Phi}_{\alpha}^{n}$ for $\pi_{\sigma}\left(T_{2}\right), \tilde{P}_{\sigma}, \tilde{\Phi}_{\alpha}^{\sigma}$, respectively. In addition, the set

$$
\left\{\left(\mathbf{y}_{1}+\frac{\alpha_{1}}{\sigma_{1}}\left(\mathbf{y}_{2}-\mathbf{y}_{1}\right)+\frac{\alpha_{2}}{\sigma_{2}}\left(\mathbf{y}_{3}-\mathbf{y}_{1}\right), \tilde{a}_{\alpha}\right):\left(\alpha_{1}, \alpha_{2}\right) \leq\left(\sigma_{1}, \sigma_{2}\right)\right\}
$$

is called the B-net of $\tilde{P}_{\sigma}$ on $T_{2}$ and $\tilde{a}_{\alpha}, \alpha \leq \sigma$ are called the B-coefficients of $\tilde{P}_{\sigma}$ which may be simply shown as in Figure 2.2 where $\sigma=(5,5)$.


Figure 2.2 The B-coefficients of $\tilde{P}_{5}$

### 2.2. Polynomial Interpolation

It can be easily understood that B-coefficients of $P_{n}$ (resp. $\tilde{P}_{\sigma}$ ) are closely related to interpolation conditions at vertices of the triangle (resp. parallelogram). Let us explore their relations.

First of all, let us introduce some necessary notations and definitions.
A subset $M \subset \mathbb{Z}_{+}^{2}$ is called a lower set if $\beta \in M$ and $\gamma \leq \beta$ imply $\gamma \in M$. Let $\Gamma_{n}=\left\{\beta \in \mathbb{Z}_{+}^{2}:|\beta| \leq n\right\}$ and $\Lambda_{n}=\left\{\alpha \in \mathbb{Z}_{+}^{3}:|\alpha|=n\right\}$. We say that the subsets $M_{1}, M_{2}, M_{3}$ of $\Gamma_{n}$ induce a partition of $\Lambda_{n}$ if they satisfy:
(i) $A_{i}^{n} M_{i} \cap A_{j}^{n} M_{j}=\emptyset$ for $i \neq j$, and
(ii) $\cup_{i=1}^{3} A_{i}^{n} M_{i}=\Lambda_{n}$,
where $A_{i}^{n}$ is a map: $\mathbb{Z}_{+}^{2} \longrightarrow \mathbb{Z}_{+}^{3}$ defined by

$$
\begin{aligned}
& A_{1}^{n} \beta=\left(n-\beta_{1}-\beta_{2}, \beta_{1}, \beta_{2}\right) \\
& A_{2}^{n} \beta=\left(\beta_{1}, n-\beta_{1}-\beta_{2}, \beta_{2}\right) \\
& A_{3}^{n} \beta=\left(\beta_{1}, \beta_{2}, n-\beta_{1}-\beta_{2}\right),
\end{aligned}
$$

for $\beta=\left(\beta_{1}, \beta_{2}\right) \in \mathbb{Z}_{+}^{2}$.
We will use the following inversion formula: Let $M \subset \mathbb{Z}_{+}^{2}$ be a lower set and

$$
f(\beta)=\sum_{0 \leq \alpha \leq \beta}\binom{\beta}{\alpha}(-1)^{|\alpha|} g(\alpha), \quad \forall \beta \in M
$$

Then

$$
g(\alpha)=\sum_{0 \leq \gamma \leq \alpha}\binom{\alpha}{\gamma}(-1)^{|\gamma|} f(\gamma), \quad \forall \alpha \in M
$$

Fix a triangle $T_{1}=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle$. We denote by

$$
\begin{aligned}
& D_{1}^{\beta}=\left(D_{\mathbf{x}_{3}-\mathbf{x}_{1}}\right)^{\beta_{1}}\left(D_{\mathbf{x}_{2}-\mathbf{x}_{1}}\right)^{\beta_{2}} \\
& D_{2}^{\beta}=\left(D_{\mathbf{x}_{1}-\mathbf{x}_{2}}\right)^{\beta_{1}}\left(D_{\mathbf{x}_{3}-\mathbf{x}_{2}}\right)^{\beta_{2}}, \\
& D_{3}^{\beta}=\left(D_{\mathbf{x}_{1}-\mathbf{x}_{3}}\right)^{\beta_{1}}\left(D_{\mathbf{x}_{2}-\mathbf{x}_{3}}\right)^{\beta_{2}},
\end{aligned}
$$

for any $\beta=\left(\beta_{1}, \beta_{2}\right) \in \mathbb{Z}_{+}^{2}$.
Also, we denote by $e^{i}$ the standard unit vector in $\mathbb{R}^{3}, i=1,2,3$ as usual and let $\Delta_{i j}$ be a difference operator defined by

$$
\Delta_{i j} c_{\beta}=c_{\beta+e^{i}}-c_{\beta+e^{j}}, \forall i, j=1,2,3, \beta \in \mathbb{Z}_{+}^{3}
$$

We are now ready to establish several propositions.
PROPOSITION 2.1. Suppose that $M_{1}, M_{2}, M_{3}$ are all lower subsets of $\Gamma_{n}$ that induce a partition of $\Lambda_{n}$. Then for any given data $\left\{f_{i \beta}: \beta \in M_{i}, i=1,2,3\right\}$, there exists a unique polynomial $p_{n}(\mathbf{x})$ of total degree $n$ satisfying

$$
\begin{equation*}
D_{i}^{\beta} p_{n}\left(\mathbf{x}_{i}\right)=f_{i \beta}, \quad \beta \in M_{i}, i=1,2,3 \tag{2.2.1}
\end{equation*}
$$

Moreover, $p_{n}(\mathbf{x})$ may be expressed as follows:

$$
\begin{equation*}
p_{n}(\mathbf{x})=\sum_{i=1}^{3} \sum_{\beta \in M_{i}}\left\{\sum_{0 \leq \gamma \leq \beta}\binom{\beta}{\gamma} \frac{\left(n-\gamma_{1}-\gamma_{2}\right)!}{n!} f_{i \gamma}\right\} \Phi_{A_{i}^{n} \beta}(\lambda) . \tag{2.2.2}
\end{equation*}
$$

Proof. Since $M_{1}, M_{2}, M_{3}$ induce a partition of $\Lambda_{n}$, any polynomial $p_{n}(\mathbf{x})$ of total degree $n$ can be written in the form of

$$
\begin{aligned}
p_{n}(\mathbf{x}) & =\sum_{|\alpha|=n} a_{\alpha} \Phi_{\alpha}(\lambda) \\
& =\sum_{i=1}^{3} \sum_{\beta \in M_{i}} a_{A_{i}^{n} \beta} \Phi_{A_{i}^{n} \beta}(\lambda) .
\end{aligned}
$$

For $\gamma=\left(\gamma_{1}, \gamma_{2}\right) \in M_{1}$,

$$
D_{1}^{\gamma} p_{n}\left(\mathbf{x}_{1}\right)=\frac{n!}{\left(n-\gamma_{1}-\gamma_{2}\right)!} \Delta_{21}^{\gamma_{1}} \Delta_{31}^{\gamma_{2}} a_{\left(n-\gamma_{1}-\gamma_{2}, 0,0\right)}
$$

or

$$
\begin{aligned}
& (-1)^{|\gamma|} \frac{\left(n-\gamma_{1}-\gamma_{2}\right)!}{n!} D_{1}^{\gamma} p_{n}\left(\mathbf{x}_{1}\right) \\
= & (-1)^{|\gamma|} \Delta_{21}^{\gamma_{1}} \Delta_{31}^{\gamma 2} a_{\left(n-\gamma_{1}-\gamma_{2}, 0,0\right)} \\
= & \sum_{\beta \leq \gamma}\binom{\gamma}{\beta}(-1)^{|\beta|} a_{\left(n-\beta_{1}-\beta_{2}, \beta_{1}, \beta_{2}\right)} \\
= & \sum_{\beta \leq \gamma}\binom{\gamma}{\beta}(-1)^{|\beta|} a_{A_{1}^{n} \beta} .
\end{aligned}
$$

Thus, by using inversion formula, we obtain

$$
a_{A_{1}^{n} \beta}=\sum_{0 \leq \alpha \leq \beta}\binom{\beta}{\alpha}(-1)^{|\alpha|}(-1)^{|\alpha|} \frac{\left(n-\alpha_{1}-\alpha_{2}\right)!}{n!} D_{1}^{\alpha} p_{n}\left(\mathbf{x}_{1}\right)
$$

for $\beta \in M_{1}$. Similarly,

$$
a_{A_{2}^{n} \beta}=\sum_{0 \leq \alpha \leq \beta}\binom{\beta}{\alpha} \frac{\left(n-\alpha_{1}-\alpha_{2}\right)!}{n!} D_{2}^{\alpha} p_{n}\left(\mathbf{x}_{2}\right), \quad \beta \in M_{2}
$$

and

$$
a_{A_{3}^{n} \beta}=\sum_{0 \leq \alpha \leq \beta}\binom{\beta}{\alpha} \frac{\left(n-\alpha_{1}-\alpha_{2}\right)!}{n!} D_{3}^{\alpha} p_{n}\left(\mathbf{x}_{3}\right), \quad \beta \in M_{3}
$$

Therefore, the polynomial $p_{n}(\mathbf{x})$ satisfying the interpolation condition (2.2.1) can be expressed as in (2.2.2) and this polynomial $p_{n}(\mathbf{x})$ is unique because $M_{1}, M_{2}, M_{3}$ induce a partition of $\Lambda_{n}$. Thus, we have established the proposition.

Actually, we may slightly reduce the requirements on sets $M_{1}, M_{2}, M_{3}$. Namely, we have the following

PROPOSITION 2.2. Suppose $M_{1}, M_{2}, M_{3} \subset \Gamma_{n}$ induce a partition of $\Lambda_{n}$. Further, suppose that
(a) $M_{1}$ is a lower set;
(b) the union of $M_{2}$ and some elements of $\left\{\left(\beta_{1}, \beta_{2}\right):\left(\beta_{1}, n-\beta_{1}-\beta_{2}, \beta_{2}\right) \in A_{1}^{n} M_{1}\right\}$ is a lower set; and
(c) the union of $M_{3}$ and some elements of $\left\{\left(\gamma_{1}, \gamma_{2}\right)\right.$ : $\left(\gamma_{1}, \gamma_{2}, n-\gamma_{1}-\gamma_{2}\right) \in A_{1}^{n} M_{1} \cup$ $\left.A_{2}^{n} M_{2}\right\}$ is a lower set.

Then there exists a unique polynomial $p_{n}$ of total degree $n$ satisfying the interpolation condition (2.2.1) for any given data $\left\{f_{i \beta}: \beta \in M_{i}, i=1,2,3\right\}$.

The proof of this result is similar to that of proposition 2.1 if we note that we may use the previous information in determining later part of B-coefficients of $p_{n}(\mathbf{x})$. We omit the detail.

Example 2.1. Let $n=6$. We choose the sets $M_{1}=\{(0,0),(1,0),(0,1),(2,0),(1,1)$, $(0,2),(2,1),(3,0),(3,1)\}, M_{2}=\{(0,0),(1,0),(0,1),(2,0),(1,1),(0,2),(2,1),(3,0)$, $(3,1)\}$, and $M_{3}=\{(0,0),(1,0),(0,1),(2,0),(1,1),(0,2),(1,2),(0,3),(1,3),(2,2)\}$. We may determine the interpolation polynomial $p_{6}$ that satisfies the conditions

$$
D_{i}^{\beta} p_{6}\left(\mathbf{x}_{i}\right)=f_{i \beta}, \quad \beta \in M_{i}, \quad i=1,2,3
$$

for any given data $\left\{f_{i \beta}: \beta \in M_{i}^{2}, i=1,2,3\right\}$ by using the above proposition.
Next, let $T_{2}=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}, \mathbf{y}_{4}\right\rangle$ be a parallelogram. Consider a polynomial $\tilde{p}_{n}$ of "degree" ( $n, n$ ) with respect to $T_{2}$ in the form

$$
\tilde{p}_{n}(\mathbf{x})=\sum_{\alpha \leq(n, n)} \tilde{a}_{\alpha} \tilde{\Phi}_{\alpha}^{n}(\mu)
$$

where $\mu=\mu(\mathbf{x})=\left(\mu_{1}, \mu_{2}\right), \quad \mathbf{x}=\mathbf{y}_{1}+\mu_{1}\left(\mathbf{y}_{2}-\mathbf{y}_{1}\right)+\mu_{2}\left(\mathbf{y}_{3}-\mathbf{y}_{1}\right)$. Let $\eta^{1}=(1,1), \eta^{2}=$ $(-1,1), \eta^{3}=(1,-1)$ and $\eta^{4}=(-1,-1)$. Denote $\tilde{\Gamma}_{n}=\left\{\beta \in \mathbb{Z}_{+}^{2}, \beta \leq(n, n)\right\}$ and
define a one-to-one map $B_{i}^{n}, i=1,2,3,4$ from $\tilde{\Gamma}_{n}$ to itself by

$$
B_{i}^{n} \beta=\left(\beta_{1} \eta_{1}^{i}, \beta_{2} \eta_{2}^{i}\right)+\left(\frac{1-\eta_{1}^{i}}{2} n, \frac{1-\eta_{2}^{i}}{2} n\right), \quad \forall \beta \in \Gamma_{n},
$$

where $\left(\eta_{1}^{i}, \eta_{2}^{i}\right)=\eta^{i}, i=1,2,3,4$. We say that subsets $N_{1}, N_{2}, N_{3}, N_{4}$ of $\tilde{\Gamma}_{n}$ induce a partition of $\tilde{\Gamma}_{n}$ if they satisfy
(i) $B_{i}^{n} N_{i} \cap B_{j}^{n} N_{j}=\emptyset$ for $i \neq j$, and
(ii) $\cup_{i=1}^{4} B_{i}^{n} N_{i}=\tilde{\Gamma}_{n}$.

Also, we define difference operators $\Delta_{1}$ and $\Delta_{2}$ by

$$
\Delta_{1} b_{i j}=b_{i+1, j}-b_{i j}
$$

and

$$
\Delta_{2} b_{i j}=b_{i, j+1}-b_{i j} .
$$

Then we have the following proposition.
PROPOSITION 2.3. Suppose that $N_{i} \subset \tilde{\Gamma}_{n}, i=1,2,3,4$ are lower sets that induce a partition of $\tilde{\Gamma}_{n}$. Then for any given data $\left\{f_{i \beta}: \beta \in N_{i}, i=1,2,3,4\right\}$, there exists a unique interpolation polynomial $p_{n} \in \pi_{i}\left(T_{2}\right)$ satisfying

$$
\begin{equation*}
\left(D_{\mathbf{y}_{2}-\mathbf{y}_{1}}\right)^{\beta_{1}}\left(D_{\mathbf{y}_{3}-\mathbf{y}_{1}}\right)^{\beta_{2}} p_{n}\left(\mathbf{y}_{i}\right)=f_{i \beta}, \quad \beta=\left(\beta_{1}, \beta_{2}\right) \in N_{i} \tag{2.2.3}
\end{equation*}
$$

for $i=1,2,3,4$. Moreover, $p_{n}$ may be expressed as follows:

$$
\begin{equation*}
p_{n}(\mathbf{x})=\sum_{i=1}^{4} \sum_{\beta \in N_{i}}\left[\sum_{\gamma \leq \beta}\binom{\beta}{\gamma} \frac{\left(n-\gamma_{1}\right)!\left(n-\gamma_{2}\right)!}{n!n!}\left(\eta^{i}\right)^{\gamma} f_{i \gamma}\right] \tilde{\Phi}_{B_{i}^{n} \beta}^{n}(\mu) . \tag{2.2.4}
\end{equation*}
$$

Proof. Write any $p_{n} \in \pi_{n}\left(T_{2}\right)$ in the form of

$$
\begin{aligned}
p_{n}(\mathbf{x}) & =\sum_{\alpha \leq(n, n)} \tilde{a}_{\alpha} \tilde{\Phi}_{\alpha}^{n}(\mu) \\
& =\sum_{i=1}^{4} \sum_{\beta \in N_{i}} \tilde{a}_{B_{i}^{n} \beta} \tilde{\Phi}_{B_{i}^{n} \beta}^{n}(\mu) .
\end{aligned}
$$

This is possible, since $\left\{\tilde{a}_{\alpha}: \alpha \in B_{i}^{n} N_{i}\right\}, i=1,2,3,4$, are mutually disjoint and induce a partition of $\tilde{\Gamma}_{n}$ according to the assumption. Since

$$
D_{\mathbf{y}_{2}-\mathbf{y}_{1}}^{\beta_{1}} D_{\mathbf{y}_{3}-\mathbf{y}_{1}}^{\beta_{2}} p_{n}\left(\mathbf{y}_{1}\right)=\frac{n!}{\left(n-\beta_{1}\right)!} \frac{n!}{\left(n-\beta_{2}\right)!} \Delta_{1}^{\beta_{1}} \Delta_{2}^{\beta_{2}} \tilde{a}_{(0,0)},
$$

or

$$
(-1)^{\beta_{1}+\beta_{2}} \frac{\left(n-\beta_{1}\right)!\left(n-\beta_{2}\right)!}{n!n!} D_{\mathbf{y}_{2}-\mathbf{y}_{1}}^{\beta_{1}} D_{\mathbf{y}_{3}-\mathbf{y}_{1}}^{\beta_{2}} p_{n}\left(\mathbf{y}_{1}\right)=\sum_{\gamma \leq\left(\beta_{1}, \beta_{2}\right)}\binom{\beta}{\gamma}(-1)^{|\gamma|} \tilde{a}_{\gamma},
$$

for $\beta \in N_{1}=B_{1}^{n} N_{1}$, we have, by using the inversion formula,

$$
\tilde{a}_{\beta}=\sum_{\gamma \leq \beta}\binom{\beta}{\gamma} \frac{\left(n-\gamma_{1}\right)!\left(n-\gamma_{2}\right)!}{n!n!} D_{\mathbf{y}_{2}-\mathbf{y}_{1}}^{\gamma_{1}} D_{\mathbf{y}_{3}-\mathbf{y}_{1}}^{\gamma_{2}} p_{n}\left(\mathbf{x}_{1}\right), \beta \in N_{1},
$$

since $N_{1}$ is a lower set. Thus,

$$
\tilde{a}_{\beta}=\sum_{\gamma \leq \beta}\binom{\beta}{\gamma} \frac{\left(n-\gamma_{1}\right)!\left(n-\gamma_{2}\right)!}{n!n!} f_{1 \gamma}, \beta \in N_{1}
$$

if $p_{n}$ satisfies (2.2.3). Similarly, $\left\{\tilde{a}_{\gamma}, \gamma \in B_{i}^{n} N_{i}\right\}, i \geq 2$ are uniquely determined by $\left\{f_{i \gamma}: \gamma \in N_{i}\right\}, i \geq 2$. The existence and uniqueness of an interpolation polynomial $p_{n}$ satisfying (2.2.3) follow, if we choose $\tilde{a}_{\beta}$ to be

$$
\tilde{a}_{B_{i}^{n} \beta}=\sum_{\gamma \leq \beta}\binom{\beta}{\gamma} \frac{\left(n-\gamma_{1}\right)!\left(n-\gamma_{2}\right)!}{n!n!}\left(\eta^{i}\right)^{\gamma} f_{i \gamma}, \beta \in N_{i}, i=1,2,3,4 .
$$

Thus we have established the result.
We may slightly reduce the requirement on $N_{i}, i=1,2,3,4$ in Proposition 2.3 above so that the result is more applicable. That is, we have the following

PROPOSITION 2.4. Suppose that $N_{i} \subset \bar{\Gamma}_{n}, i=1,2,3,4$, induce a partition of $\bar{\Gamma}_{n}$ and suppose further that
(a) $N_{1}$ is a lower set; and
(b) the union of $N_{i}$ and some elements of

$$
\left(B_{i}^{n}\right)^{-1}\left(\cup_{j=0}^{i-1} B_{j}^{n} N_{j}\right)
$$

is a lower set for $i=2,3,4$. Then for any given data $\left\{f_{i \beta} ; \beta \in N_{i}, i=1,2,3,4\right\}$, there exists a unique polynomial $p_{n} \in \pi_{n}\left(T_{2}\right)$ satisfying (2.2.3).

The proof is similar to that of Proposition 2.3 if we note that we may use the previous information to determine later $\tilde{a}_{\beta}$ 's. We omit the details.

Example 2.2. Suppose that $N_{1}=\{(0,0),(1,0),(2,0),(3,0),(0,1),(1,1),(2,1)$, $(3,1),(0,2),(1,2),(2,2)\}, N_{2}=\{(0,0),(1,0),(0,1),(1,1),(0,2),(1,2)\}, N_{3}=$ $\{(0,0),(0,1),(0,2),(1,0),(1,1),(1,2),(2,0),(3,0)\}$ and $N_{4}=\{(0,0),(1,0),(0,1)$, $(1,1),(2,1),(3,1),(0,2),(1,2),(2,2),(3,2),(2,3)\}$. The above proposition implies that for any given data $\left\{f_{i \beta}: \beta \in N_{i}, i=1,2,3,4\right\}$, there is a unique polynomial $p_{(5,5)}$ interpolating the given data, although $N_{4}$ is not a lower set.

### 2.3. Smoothness Conditions and Their Applications

In this section, we are going to derive the conditions to ensure that two polynomials pieces $P_{n}$ and $Q_{n}$ defined on two adjacent patches (triangles or parallelograms) are joined smoothly. There are three possibilities of two adjacent patches: two triangles, one triangle and the other parallelogram, and two parallelograms. We will study these cases separately and in some details.
$1^{\circ}$ Suppose that $P_{n}$ and $Q_{n}$ are defined on two adjacent triangles $T_{1}=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle$ and $T_{2}=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{4}\right\rangle$ which share a common edge $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}\right\rangle$. More precisely, let

$$
P_{n}(\mathbf{x})=\sum_{|\beta|=n} a_{\beta} \Phi_{\beta}(\lambda) \quad \text { and } \quad Q_{n}(\mathbf{x})=\sum_{|\beta|=n} b_{\beta} \Phi_{\beta}(\mu)
$$

where $\mathbf{x}=\sum_{i=1}^{3} \lambda_{i} \mathbf{x}_{i}=\sum_{i=1}^{2} \mu_{i} \mathbf{x}_{i}+\mu_{3} \mathbf{x}_{4}, \sum_{i=1}^{3} \lambda_{i}=\sum_{i=1}^{3} \mu_{i}=1$. See Figure 2.3 for reference of the B-nets of $P_{n}$ and $Q_{n}$ where $n=5$.


Figure 2.3 The B-nets of $P_{5}$ and $Q_{5}$
Write $\mathbf{x}_{4}=\lambda_{1}^{0} \mathbf{x}_{1}+\lambda_{2}^{0} \mathbf{x}_{2}+\lambda_{3}^{0} \mathbf{x}_{3}$ with $\lambda_{1}^{0}+\lambda_{2}^{0}+\lambda_{3}^{0}=1$. We denote $\lambda^{0}=\left(\lambda_{1}^{0}, \lambda_{2}^{0}, \lambda_{3}^{0}\right)$ and define by

$$
D_{\mathbf{x}_{4}-\mathbf{x}_{1}}=\lambda_{2}^{0} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}+\lambda_{3}^{0} D_{\mathbf{x}_{3}-\mathbf{x}_{1}}
$$

the directional derivative operator along $\left\langle\mathbf{x}_{1}, \mathbf{x}_{4}\right\rangle$. Let $F$ be a piecewise polynomial function defined as follows:

$$
F(\mathbf{x})= \begin{cases}P_{n}(\mathbf{x}) & \text { if } \mathrm{x} \in T_{1} \\ Q_{n}(\mathbf{x}) & \text { if } \mathrm{x} \in T_{2}\end{cases}
$$

Then, $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{equation*}
\left.\left(D_{\mathbf{x}_{4}-\mathbf{x}_{1}}\right)^{k} Q_{n}\right|_{T_{1} \cap T_{2}}=\left.\left(\lambda_{2}^{0} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}+\lambda_{3}^{0} D_{\mathbf{x}_{3}-\mathbf{x}_{1}}\right)^{k} P_{n}\right|_{T_{1} \cap T_{2}} \tag{2.3.1}
\end{equation*}
$$

for $0 \leq k \leq r$. Then the smoothness conditions between $P_{n}$ and $Q_{n}$ to be stated in Lemma 2.1 and Lemma 2.2 follow easily from (2.3.1)

LEMMA 2.1. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{equation*}
\Delta_{31}^{k} b_{i j 0}=\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}\right)^{k} a_{i j 0}, i+j=n-k \tag{2.3.2}
\end{equation*}
$$

for $0 \leq k \leq r$.
The proof of this lemma may be found in [36]. By using the inversion formula in the previous section, we will reach the following:

LEMMA 2.2. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{equation*}
b_{i j k}=\sum_{|\beta|=k} a_{(i j 0)+\beta} \Phi_{\beta}\left(\lambda^{0}\right), \quad 0 \leq k \leq r . \tag{2.3.3}
\end{equation*}
$$

This lemma was earlier proved in [70] by a different method. Refer to [39] for details of a proof of this lemma.


Figure 2.4 The supports of $C^{1}, C^{2}$ and $C^{3}$ smoothness conditions

The supports of these smoothness conditions (2.3.2) or (2.3.3) are as shown as in Figure 2.4 above. The geometric interpolation of these conditions may be found elsewhere. (see, e.g., [39, 53].)

When two polynomials $P_{n}$ and $Q_{n}$ are joined smoothly, certain directional derivatives of $P_{n}$ and $Q_{n}$ at vertex $\mathbf{x}_{1}$ must match. Actually, we may know more from the following lemma.

LEMMA 2.3. Let $M_{n, r}=\left\{\alpha \in \mathbb{Z}_{+}^{3}: \alpha_{3} \leq r,|\alpha|=n\right\}$ and $M_{1}, M_{2} \subset \mathbb{Z}_{+}^{2}$ be two lower subsets satisfying $A_{1}^{n} M_{1} \cap A_{2}^{n} M_{2}=\emptyset$ and $A_{1}^{n} M_{1} \cup A_{2}^{n} M_{2}=M_{n, r}$. Then $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if $F$ satisfies the following matching conditions

$$
\begin{equation*}
\left(D_{\mathbf{x}_{4}-\mathbf{x}_{1}}\right)^{i}\left(D_{\mathbf{x}_{2}-\mathbf{x}_{1}}\right)^{j} Q_{n}\left(\mathbf{x}_{1}\right)=\left(\lambda_{2}^{0} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}+\lambda_{3}^{0} D_{\mathbf{x}_{3}-\mathbf{x}_{1}}\right)^{i}\left(D_{\mathbf{x}_{2}-\mathbf{x}_{1}}\right)^{j} P_{n}\left(\mathbf{x}_{1}\right) \tag{2.3.4}
\end{equation*}
$$

for $(i, j) \in M_{1}$ and

$$
\begin{equation*}
\left(D_{\mathbf{x}_{4}-\mathbf{x}_{2}}\right)^{i}\left(D_{\mathbf{x}_{1}-\mathbf{x}_{2}}\right)^{j} Q_{n}\left(\mathbf{x}_{2}\right)=\left(\lambda_{1}^{0} D_{\mathbf{x}_{1}-\mathbf{x}_{2}}+\lambda_{3}^{0} D_{\mathbf{x}_{3}-\mathbf{x}_{2}}\right)^{i}\left(D_{\mathbf{x}_{1}-\mathbf{x}_{2}}\right)^{j} P_{n}\left(\mathbf{x}_{2}\right) \tag{2.3.4}
\end{equation*}
$$

for $(i, j) \in M_{2}$.
The proof and more general results along this line may be found in [39].
Further we apply smoothness conditions (2.3.1) or (2.3.2) to make $F$ smooth across edge $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}\right\rangle$ when its partial B-coefficients are given. We have the following two lemmas (cf.[37]).

LEMMA 2.4. Assume that $\mathbf{x}_{2} \notin\left[\mathbf{x}_{3}, \mathbf{x}_{4}\right]$ and $l \leq \frac{n-2}{2}$ is an integer. Suppose that the following $B$-coefficients of $P_{n}$ and $Q_{n}$

$$
\left\{a_{\beta}, b_{\beta}: \beta_{2} \geq 1\right\}
$$

and

$$
\left\{a_{\beta}, b_{\beta}: \beta_{2}=0 \text { and } 0 \leq \beta_{3} \leq n-2 l-2\right\}
$$

are given, and that $\left\{a_{\beta}:|\beta|=n\right\}$ and $\left\{b_{\beta}:|\beta|=n\right\}$ satisfy the smoothness conditions (2.3.1) of order $n-2 l-2$. If $\left\{a_{\beta}: \beta_{2} \geq 1\right\}$ and $\left\{b_{\beta}: \beta_{2} \geq 1\right\}$ also satisfy the smoothness conditions (2.3.1) of order $n-1$, then for any given $\left\{a_{\beta}, b_{\beta}: \beta_{2}=0\right.$ and $\left.0 \leq \beta_{1} \leq l\right\}$, there exists a unique set of coefficients $\left\{a_{\beta}, b_{\beta}: \beta_{2}=0\right.$ and $\left.l+1 \leq \beta_{1} \leq 2 l+1\right\}$ such that $\left\{a_{\beta}:|\beta|=n\right\}$ and $\left\{b_{\beta}:|\beta|=n\right\}$ satisfy the smoothness conditions (2.3.1) of order $n$.

LEMMA 2.5. Assume $\mathbf{x}_{2} \in\left[\mathbf{x}_{3}, \mathbf{x}_{4}\right]$. Suppose that the B-coefficients $\left\{a_{\beta}: \beta_{2} \geq 1\right\}$ and $\left\{b_{\beta}: \beta_{2} \geq 1\right\}$ of $P_{n}$ and $Q_{n}$ are given and satisfy the smoothness conditions (2.3.1) up to order $n-1$. Furthermore, suppose that $\left\{a_{\beta}: \beta_{2}=0\right.$ and $\left.0 \leq \beta_{3} \leq l\right\}$ and $\left\{b_{\beta}: \beta_{2}=0\right.$ and $\left.0 \leq \beta_{3} \leq l\right\}$ are given and satisfy the smoothness conditions
(2.3.1) of order $l$, where $l<n$. Then for any $\left\{a_{\beta}: \beta_{2}=0\right.$, and $\left.0 \leq \beta_{1} \leq n-l-1\right\}$, there exists a unique set of coefficients $\left\{b_{\beta}: \beta_{2}=0\right.$, and $\left.0 \leq \beta_{1} \leq n-l-1\right\}$ such that $\left\{a_{\beta}:|\beta|=n\right\}$ and $\left\{b_{\beta}:|\beta|=n\right\}$ satisfy the smoothness conditions (2.3.1) of order $n$.

We refer to [37] for the proofs of Lemma 2.4 and Lemma 2.5.
Remark. The solution set $\left\{a_{\beta}, b_{\beta}\right\}$ in Lemma 2.4 actually depends on the geometry of the triangles $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle$ and $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{4}\right\rangle$. More precisely, each $a_{\beta}$ or $b_{\beta}$ depends on certain powers of $\left(\lambda_{1}^{0}\right)^{-1}$ and $\left(\lambda_{3}^{0}\right)^{-1}$. Thus, if the area $\left|\left\langle\mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle\right|$ of the triangle $\left\langle\mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle$ is very small so that $\lambda_{1}^{0}$ is very close to zero, then the magnitude of $a_{\beta}$ and $b_{\beta}$ would be very large. For this reason, we need the notion of "near-singularity".

For a given mixed partition $\triangle$, let $\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right]$ be an interior edge of $\triangle$ shared by two patches (two triangles or one triangle and one parallelogram or two parallelograms). Denote by $\mathbf{x}_{3}$ and $\mathbf{x}_{4}$ the vertices for which $\left[\mathrm{x}_{2}, \mathbf{x}_{3}\right]$ and $\left[\mathbf{x}_{2}, \mathbf{x}_{4}\right]$ are two edges of the patches. Then the edge $\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right]$ is called a near-singular edge at $\mathbf{x}_{2}$ if $\left|\left\langle\mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle\right|>0$ is near zero; e.g., $0<\lambda_{1}^{0} \ll a$, where $a=\max \left\{\lambda_{1}^{0},\left(\lambda_{1}^{0}\right)^{-1}\right\}$. If $\left|\left\langle\mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle\right|=0$, then the edge $\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right]$ is called a singular edge at $\mathbf{x}_{2}$. Also, an interior vertex $\mathbf{v}$ is said to be a singular vertex if it is the point of intersection of four edges with only two distinct slopes (cf. Figure 2.5, 2.8, 2.9, 2.13, 2.14, 2.15). An interior vertex $\mathbf{v}$ is said to be a near-singular vertex if it is the intersection point of four near-singular edges at $\mathbf{v}$ with at least three distinct slopes.


Figure 2.5 Four triangles attach at $\mathbf{v}$

The following lemma is another application of smoothness conditions (2.3.1).

LEMMA 2.6. Let $\mathbf{v}$ be a single vertex such that four patches attached at $\mathbf{v}$ are all triangles as shown in Figure 2.5 above. Assume that the $B$-coefficients $\left\{a_{\beta}, b_{\beta}, c_{\beta}, d_{\beta}\right.$ : $\left.\beta_{2} \geq 1\right\}$ on the four triangles are given and satisfy the smoothness conditions of order $n-1$ (cf. Figure 2.5). Then for any given $a_{(l, 0, n-l)}$, there exists a unique set of coefficients $b_{(n-l, 0, l)}, c_{(l, 0, n-l)}$ and $d_{(n-l, 0, l)}$ that satisfy the smoothness conditions (2.3.1) of order $n$, where $0 \leq l \leq n$.

The proof of this lemma may also be found in [37].
$2^{\circ}$ Suppose that $P_{n}$ and $\tilde{Q}_{n}$ are defined on a triangle $T_{1}=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{5}\right\rangle$ and a parallelogram $T_{2}=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle$, respectively, where $T_{1}$ and $T_{2}$ share a common edge $\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right]$. Write

$$
P_{n}(\mathbf{x})=\sum_{|\beta|=n} a_{\beta} \Phi_{\beta}(\lambda)
$$

and

$$
\tilde{Q}_{n}(\mathbf{x})=\sum_{\alpha \leq(n, n)} b_{\alpha} \tilde{\Phi}_{\alpha}^{n}(\mu)
$$

where $\mathbf{x}=\lambda_{1} \mathbf{x}_{1}+\lambda_{2} \mathbf{x}_{2}+\lambda_{3} \mathbf{x}_{5}$ with $\lambda_{1}+\lambda_{2}+\lambda_{3}=1$ and $\mathbf{x}=\mathbf{x}_{1}+\mu_{1}\left(\mathbf{x}_{2}-\mathbf{x}_{1}\right)+$ $\mu_{2}\left(\mathbf{x}_{3}-\mathbf{x}_{1}\right)$. See Figure 2.6 for the B-coefficients of $P_{n}$ and $\tilde{Q}_{n}$.


Figure 2.6 The B-nets of $P_{n}$ and $\tilde{Q}_{n}$
Write $\mathbf{x}_{3}=\lambda_{1}^{0} \mathbf{x}_{1}+\lambda_{2}^{0} \mathbf{x}_{2}+\lambda_{3}^{0} \mathbf{x}_{5}$ with $\lambda_{1}^{0}+\lambda_{2}^{0}+\lambda_{3}^{0}=1$. It is clear that $D_{\mathbf{x}_{3}-\mathbf{x}_{1}}=$ $\lambda_{2}^{0} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}+\lambda_{3}^{0} D_{\mathbf{x}_{5}-\mathbf{x}_{1}}$.

Let $F$ be a piecewise polynomial defined by

$$
F= \begin{cases}P_{n} & \text { if } \mathbf{x} \in T_{1} \\ \tilde{Q}_{n} & \text { if } \mathbf{x} \in T_{2}\end{cases}
$$

Clearly, $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\left.\left(D_{\mathbf{x}_{3}-\mathbf{x}_{1}}\right)^{k} \tilde{Q}_{n}\right|_{T_{1} \cap T_{2}}=\left.\left(\lambda_{2}^{0} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}+\lambda_{3}^{0} D_{\mathbf{x}_{5}-\mathbf{x}_{1}}\right)^{k} P_{n}\right|_{T_{1} \cap T_{2}}
$$

for $0 \leq k \leq r$. The following result is then an easy consequence.
LEMMA 2.7. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{equation*}
\Delta_{2}^{k} b_{i 0}=\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}\right)^{k} \mathbf{R}^{k} a_{n-i, i, 0}, \quad 0 \leq i \leq n \tag{2.3.5}
\end{equation*}
$$

for $0 \leq k \leq r$, where $\mathbf{R}$ is a degree raising operator defined by

$$
\mathbf{R} a_{i, j, k}=\frac{1}{i+j+k}\left(i a_{i-1, j, k}+j a_{i, j-1, k}+k a_{i, j, k-1}\right)
$$

Proof. Indeed,

$$
\left.\left(D_{\mathbf{x}_{3}-\mathbf{x}_{1}}\right)^{k} Q_{n}\right|_{T_{1} \cap T_{2}}=\frac{n!}{(n-k)!} \sum_{\alpha \leq(n, 0)} \Delta_{2}^{k} b_{\alpha} \tilde{\Phi}_{\alpha}^{(n, 0)}\left(\mu_{1}, 0\right)
$$

and

$$
\begin{aligned}
& \left.\left(\lambda_{2}^{0} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}+\lambda_{3}^{0} D_{\mathbf{x}_{5}-\mathbf{x}_{1}}\right)^{k} P_{n}\right|_{T_{1} \cap T_{2}} \\
= & \left.\left(\sum_{i+j=k}\left(\lambda_{2}^{0}\right)^{i}\left(\lambda_{3}^{0}\right)^{j} \frac{k!}{i!j!} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}^{i} D_{\mathbf{x}_{5}-\mathbf{x}_{1}}^{j} P_{n}\right)\right|_{T_{1} \cap T_{2}} \\
= & \frac{n!}{(n-k)!} \sum_{i+j=k}\left(\lambda_{2}^{0}\right)^{i}\left(\lambda_{3}^{0}\right)^{j} \frac{k!}{i!j!} \sum_{|\beta|=n-k} \Delta_{21}^{i} \Delta_{31}^{j} a_{\beta} \Phi_{\beta}\left(\lambda_{1}, \lambda_{2}, 0\right) \\
= & \frac{n!}{(n-k)!} \sum_{\substack{|\beta|=n-k \\
\beta=\left(\beta_{1}, \beta_{2}, 0\right)}} \sum_{i+j=k} \frac{k!}{i!j!}\left(\lambda_{2}^{0}\right)^{i}\left(\lambda_{3}^{0}\right)^{j} \Delta_{21}^{i} \Delta_{31}^{j} a_{\beta} \Phi_{\beta}\left(\lambda_{1}, \lambda_{2}, 0\right) \\
= & \frac{n!}{(n-k)!} \sum_{\beta=\left(\beta_{1}, \beta_{2}, 0\right)}\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}\right)^{k} a_{\beta} \Phi_{\beta}\left(\lambda_{1}, \lambda_{2}, 0\right) \\
= & \frac{n!}{(n-k)!}\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}\right)^{k} \sum_{\substack{|\beta|=n \\
\beta=\left(\beta_{1}, \beta_{2}, 0\right)}} \mathbf{R}^{k} a_{\beta} \Phi_{\beta}\left(\lambda_{1}, \lambda_{2}, 0\right) .
\end{aligned}
$$

Since

$$
\tilde{\Phi}_{(i, 0)}^{(n, 0)}\left(\mu_{1}, 0\right)=\Phi_{(n-i, i, 0)}\left(1-\mu_{1}, \mu_{1}, 0\right), \quad i=0,1, \cdots, n,
$$

we have established the lemma.
Since

$$
\begin{aligned}
& \sum_{i=1}^{3} \lambda_{i}=1 \quad \text { and } \\
& \qquad\left(\sum_{i=1}^{3} \lambda_{i}\right)^{k} \sum_{|\beta|=l} a_{\beta} \Phi_{\beta}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{|\beta|=l} a_{\beta}\left(\sum_{i=1}^{3} \lambda_{i}\right)^{k} \Phi_{\beta}\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right) \\
& =\sum_{|\beta|=l} a_{\beta} \sum_{|\alpha|=k} \frac{k!}{\alpha!} \lambda^{\alpha} \frac{l!}{\beta!} \lambda^{\beta} \\
& =\sum_{|\gamma|=l+k} \sum_{\substack{\alpha+\beta=\gamma \\
|\alpha|=k,|\beta|=l}} a_{\beta} \frac{k!l!}{(l+k)!} \frac{\gamma!}{\alpha!\beta!} \Phi_{\gamma}(\lambda),
\end{aligned}
$$

we have

$$
\begin{equation*}
\mathbf{R}^{k} a_{\gamma}=\sum_{\substack{\beta \leq \gamma \\|\beta|=l}} a_{\beta} \frac{\binom{\gamma}{\beta}}{\binom{+k}{k}} \tag{2.3.6}
\end{equation*}
$$

which may also be found in [71]. Hence, we may rewrite Lemma 2.7 as follows.
LEMMA 2.7 $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{equation*}
\Delta_{2}^{k} b_{i 0}=\sum_{\substack{\beta \leq(n-i, i, 0) \\|\beta|=n-k}}\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}\right)^{k} a_{\beta} \frac{\binom{n-i}{\beta_{1}}\binom{i}{\beta_{2}}}{\binom{n}{k}}, \quad 0 \leq i \leq n \tag{2.3.7}
\end{equation*}
$$

for $0 \leq k \leq r$.
The supports of the $C^{1}$ and $C^{2}$ smoothness conditions (2.3.7) are as shown in Figure 2.7.


Figure 2.7 The supports of the $C^{1}$ and $C^{2}$ smoothness conditions

Example 2.3.

$$
\begin{array}{rrc}
C^{0}: & b_{i 0} & =a_{n-i, i, 0} \\
C^{1}: & b_{i 1}-b_{i 0} & =\lambda_{2}^{0}\left(1-\frac{i}{n}\right)\left(a_{n-i-1, i+1,0}-a_{n-i, i, 0}\right)
\end{array}
$$

$$
\begin{aligned}
& +\quad \lambda_{2}^{0} \frac{i}{n}\left(a_{n-i, i, 0}-a_{n-i+1, i-1,0}\right) \\
& +\quad \lambda_{3}^{0}\left(1-\frac{i}{n}\right)\left(a_{n-i-1, i, 1}-a_{n-i, i, 0}\right) \\
& +\quad \lambda_{3}^{0} \frac{i}{n}\left(a_{n-i, i-1,1}-a_{n-i+1, i-1,0}\right), \quad 0 \leq i \leq n
\end{aligned}
$$

etc..
Also, we can prove the following lemma
LEMMA 2.8. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{gather*}
\left(D_{\mathbf{x}_{2}-\mathbf{x}_{1}}\right)^{i}\left(D_{\mathbf{x}_{3}-\mathbf{x}_{1}}\right)^{j} \tilde{Q}_{n}\left(\mathbf{x}_{1}\right)  \tag{2.3.8}\\
=\left(D_{\mathbf{x}_{2}-\mathbf{x}_{1}}\right)^{i}\left(\lambda_{2}^{0} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}+\lambda_{3}^{0} D_{\mathbf{x}_{5}-\mathbf{x}_{1}}\right)^{j} P_{n}\left(\mathbf{x}_{1}\right)
\end{gather*}
$$

for $0 \leq i \leq n, 0 \leq j \leq r$.
Proof. Clearly, $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ implies (2.3.8). On the other hand,

$$
\begin{aligned}
& \left(D_{\mathbf{x}_{2}-\mathbf{x}_{1}}\right)^{i}\left(D_{\mathbf{x}_{3}-\mathbf{x}_{1}}\right)^{j} \tilde{Q}_{n}\left(\mathbf{x}_{1}\right) \\
= & \frac{n!}{(n-i)!} \frac{n!}{(n-j)!} \Delta_{1}^{i} \Delta_{2}^{j} b_{00} \\
= & \frac{n!}{(n-i)!} \frac{n!}{(n-j)!} \sum_{k=0}^{i}\binom{i}{k}(-1)^{i-k} \Delta_{2}^{j} b_{k 0}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(D_{\mathbf{x}_{2}-\mathbf{x}_{1}}\right)^{i}\left(\lambda_{2}^{0} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}+\lambda_{3}^{0} D_{\mathbf{x}_{5}-\mathbf{x}_{1}}\right)^{j} P_{n}\left(\mathbf{x}_{1}\right) \\
= & \left.\left(D_{\mathbf{x}_{2}-\mathbf{x}_{1}}\right)^{i} \frac{n!}{(n-j)!} \sum_{|\beta|=n}\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}\right)^{j} \mathbf{R}^{j} a_{\beta} \Phi_{\beta}(\lambda)\right|_{\mathbf{x}_{1}} \\
= & \frac{n!}{(n-i)!} \frac{n!}{(n-j)!} \Delta_{21}^{i}\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}\right)^{j} \mathbf{R}^{j} a_{n-i, 0,0} .
\end{aligned}
$$

Now we use the inversion formula in $\S 2.2$ to invert $\Delta_{2}^{j} b_{k 0}$ from the first equation and use the second one to deduce

$$
\begin{aligned}
\Delta_{2}^{j} b_{k 0} & =\sum_{l=0}^{k}\binom{k}{l}(-1)^{l}(-1)^{l}\left(\frac{n!}{(n-l)!} \frac{n!}{(n-j)!}\right)^{-1}\left(D_{\mathbf{x}_{2}-\mathbf{x}_{1}}\right)^{l}\left(D_{\mathbf{x}_{3}-\mathbf{x}_{1}}\right)^{j} \tilde{Q}_{n}\left(\mathbf{x}_{1}\right) \\
& =\sum_{l=0}^{k}\binom{k}{l} \Delta_{21}^{l}\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}\right)^{j} \mathbf{R}^{j} a_{n-l, 0,0} \\
& =\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}\right)^{j} \mathbf{R}^{j} a_{n-k, k, 0} .
\end{aligned}
$$

for $0 \leq k \leq n$, and $0 \leq j \leq r$. We use Lemma 2.7 to complete the proof of this lemma.

Further, we apply the smoothness conditions (2.3.5) to make $F$ smooth across the edge $\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right.$ ] when some of B-coefficients of $P_{n}$ and $\tilde{Q}_{n}$ are known. We have the follow lemmas.

LEMMA 2.9. Assume that $\mathbf{x}_{1} \notin\left[\mathbf{x}_{3}, \mathbf{x}_{5}\right]$. Suppose the following part of $B$ coefficients of $P_{n}$ and $Q_{n}$ are given: $a_{\alpha}$ with $\alpha_{1} \geq 1$ and $|\alpha|=n$, and $b_{\beta_{1} \beta_{2}}, \beta_{1}+\beta_{2} \leq$ $n-1$ as well as $a_{(0, n-k, k)}, b_{n-k, k}, 0 \leq k \leq n-2 l-2$, where $l \leq \frac{n-2}{2}$. (See Figure 2.6 for the reference of the orientation of $B$-nets on triangle and parallelogram.) Further, suppose that $a_{\alpha}$, with $\alpha_{1} \geq 1$ and $|\alpha|=n-1$ and $b_{\beta_{1} \beta_{2}}, \beta_{1}+\beta_{2} \leq n-1$ satisfy the smoothness conditions up to order $n-1$ and $b_{(n-k, k)}, a_{(0, n-k, k)}, 0 \leq k \leq n-2 l-2$, together with other given $a_{\alpha}$ 's satisfy the smoothness conditions of order $n-2 l-2$. Then given any $a_{(0, k, n-k)}, b_{(k, n-k)}, 0 \leq k \leq l$, there exists a unique set of coefficients $a_{(0, l+k, n-l-k)}, b_{(k+l, n-k-l)}, 1 \leq k \leq l+1$ such that $a_{\alpha},|\alpha|=n$ and $b_{(i, j)}, i+j \leq n$ satisfy the smoothness conditions up to order $n$.

Proof. We only need to prove that there exists a unique solution set $\left\{a_{(0, l+k, n-l-k)}\right.$, $\left.b_{(l+k, n-l-k)}: 1 \leq k \leq l+1\right\}$ such that the following smoothness conditions

$$
\Delta_{2}^{k} b_{n-k, 0}=\sum_{\substack{\beta \leq(k, n-k, 0) \\|\beta|=n-k}}\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}\right)^{k} a_{\beta} \frac{\binom{n-k}{\beta_{2}}\binom{k}{\beta_{1}}}{\binom{n}{k}}, \quad n-2 l-1 \leq k \leq n
$$

hold. Thus we have $2 l+2$ equations and $2 l+2$ unknowns $\left\{a_{(0, l+k, n-l-k)}, b_{(l+k, n-l-k)}\right.$ : $1 \leq k \leq l+1\}$. The linear system may be decomposed into two smaller linear subsystems:

$$
\Delta_{2}^{n-i} b_{i 0}=\sum_{\substack{\beta \leq(n-i, i, 0) \\|\beta|=i}}\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}\right)^{n-i} a_{\beta} \frac{\binom{n-i}{\beta_{1}}\binom{i}{\beta_{2}}}{\binom{n}{i}}, \quad l+1 \leq i \leq 2 l+1
$$

and

$$
\Delta_{2}^{k} b_{i 0}=\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}\right)^{k}\left(\frac{a_{(0, n-k, 0)}}{\binom{n}{k}}+\sum_{\substack{\beta \leq(k, n-k, 0) \\|\beta|=n-k \\ \beta \neq(0, n-k, 0)}} a_{\beta} \frac{\binom{k}{\beta_{1}}\binom{n-k}{\beta_{2}}}{\binom{n}{k}}\right)
$$

where $n-l \leq k \leq n$, which may be rewritten as

$$
\sum_{i=0}^{k}\binom{k}{i}\left(\lambda_{2}^{0}\right)^{i}\left(\lambda_{3}^{0}\right)^{k-i} a_{(0, n-k+i, k-i)} \frac{1}{\binom{n}{k}}=c_{k}, \quad n-l \leq k \leq n
$$

where $c_{n-l}, \cdots, c_{n}$ are certain constants involving the given $a_{\alpha}$ 's and $b_{\beta}$ 's.

Further, it may be rewritten as

$$
\sum_{i=0}^{n-k}\binom{n-k}{i}\left(\lambda_{2}^{0}\right)^{i}\left(\lambda_{3}^{0}\right)^{n-k-i} a_{(0, k+i, n-k-i)} \frac{1}{\binom{n}{k}}=c_{n-k}, \quad 0 \leq k \leq l
$$

or

$$
\sum_{i=l+1-k}^{2 l+1-k}\binom{n-k}{i}\left(\lambda_{2}^{0}\right)^{i}\left(\lambda_{3}^{0}\right)^{n-k-i} a_{(0, k+i, n-k-i)} \frac{1}{\binom{n}{k}}=\tilde{c}_{n-k}, \quad 0 \leq k \leq l
$$

or

$$
\sum_{j=l+1}^{2 l+1}\binom{n-k}{j-k}\left(\lambda_{2}^{0}\right)^{j-k}\left(\lambda_{3}^{0}\right)^{n-j} a_{(0, j, n-j)} \frac{1}{\binom{n}{k}}=\tilde{c}_{n-k}, \quad 0 \leq k \leq l .
$$

The above linear system has a unique solution $\left\{a_{(0, l+k, n-l-k)}: 1 \leq k \leq l+1\right\}$ because the determinant of its coefficients matrix may be simplified to be

$$
\operatorname{det}\left[\begin{array}{cccc}
\frac{1}{1!} & \frac{1}{2!} & \cdots & \frac{1}{(l+1)!} \\
\frac{1}{2!} & \frac{1}{3!} & \cdots & \frac{1}{(l+2)!} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{(l+1)!} & \frac{1}{(l+2)!} & \cdots & \frac{1}{(2 l+1)!}
\end{array}\right]=\frac{\Pi_{i=1}^{l+1}(l+1-i)!}{\prod_{i=1}^{l+1}(2 l+2-i)!} \neq 0 .
$$

Then substituting the values $\left\{a_{(0, l+k, n-l-k)}: 1 \leq k \leq l+1\right\}$ into the first subsystem, we also uniquely determine $\left\{b_{(k+l, n-k-l)}: 1 \leq k \leq l+1\right\}$. This completes the proof.

LEMMA 2.10. Assume that $\mathbf{x}_{1} \in\left\langle\mathbf{x}_{3}, \mathbf{x}_{5}\right\rangle$. Suppose that the B-coefficients $\left\{a_{\beta}\right.$ : $\left.\beta_{1} \geq 1\right\}$ and $\left\{b_{\left(\beta_{1} \beta_{2}\right)}: \beta_{1}+\beta_{2} \leq n-1\right\}$ are given and satisfy the smoothness conditions (2.3.5) up to order $n-1$. Furthermore, suppose that $\left\{a_{\beta}: \beta_{1}=0\right.$ and $\left.0 \leq \beta_{3} \leq l\right\}$ and $\left\{b_{(j, n-j)}: 0 \leq j \leq l\right\}$ are given and satisfy the smoothness conditions (2.3.5) of order $l$, where $l<n$. Then for any $\left\{a_{\beta}: \beta_{2}=0\right.$ and $\left.0 \leq \beta_{2} \leq n-l-1\right\}$, there exists a unique set of coefficients and $\left\{b_{(n-j, j)}: 0 \leq j \leq n-l-1\right\}$ such that $\left\{a_{\beta}:|\beta|=n\right\}$ and $\left\{b_{(i, j)}: i+j \leq n\right\}$ satisfy the smoothness conditions (2.3.5).

Proof. This result is a simple consequence of Lemma 2.7.
Here, we have two other applications of the smoothness conditions (2.3.5).
LEMMA 2.11. Let $\mathbf{v}$ be an interior and single vertex such that four patches attached at $\mathbf{v}$ are three triangles and one parallelogram as shown in Figure 2.8. Assume that the following B-coefficients $\left\{a_{\beta}: \beta_{1} \geq 1\right\},\left\{b_{i j}: i+j \leq n-1\right\},\left\{c_{\beta}: \beta_{1} \geq\right.$ $1\}$, and $\left\{d_{\beta}: \beta_{1} \geq 1\right\}$ on these four patches, respectively are given and satisfy the smoothness conditions (2.3.1) and (2.3.5) up to order $n-1$ (cf. Figure 2.8). Then for any given $d_{(0, n-l, l)}$, there exists a unique set of coefficients $a_{(0, l, n-l)}, b_{l, n-l}$, and $c_{(0, l, n-l)}$ that satisfy the smoothness conditions (2.3.5), where $0 \leq l \leq n$.


Figure 2.8 Three triangles and one parallelogram attach at $\mathbf{v}$
Proof. By using Lemma 2.1 and Lemma 2.7, for any given $d_{(0, n-l, l)}$, the values $a_{(0, l, n-l)}, b_{(l, n-l)}$ are consecutively determined and $c_{(0, l, n-l)}$ is also determined by (2.3.1) from $d_{(0, n-l, l)}$. To show that $b_{(l, n-l)}$ and $c_{(0, l, n-l)}$ satisfy the smoothness condition connecting them, we may assume without loss of generality that the given B-coefficients $a_{\beta}$ 's, $b_{i j}$ 's, $c_{\beta}$ 's, and $d_{\beta}$ 's are equal to zero and obtain

$$
\begin{equation*}
a_{(0, l, n-l)}=\left(\frac{\left|\mathbf{x}_{3}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{1}\right|}\right)^{l} d_{(0, n-l, l)} \tag{2.1}
\end{equation*}
$$

$$
\begin{align*}
b_{(l, n-l)}= & \left(\frac{\left|\mathbf{x}_{2}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{4}\right|}\right)^{n-l} \sum_{\substack{\gamma \leq(n-l, l, 0) \\
|\gamma|=l}} \Delta_{31}^{n-l} a_{\gamma} \frac{\binom{n-l}{\gamma_{1}}\binom{l}{\gamma_{2}}}{\binom{n}{n-l}}  \tag{2.2}\\
& =\left(\frac{\left|\mathbf{x}_{2}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{4}\right|}\right)^{n-l} a_{(0, l, n-l)} \frac{1}{\binom{n}{n-l}},
\end{align*}
$$

and

$$
\begin{equation*}
c_{(0, l, n-l)}=\left(\frac{\left|\mathbf{x}_{2}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{4}\right|}\right)^{n-l} d_{(0, n-l, l)} \tag{2.3}
\end{equation*}
$$

Also, we need to establish that the following relation:

$$
b_{(l, n-l)}=\left(\frac{\left|\mathbf{x}_{3}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{1}\right|}\right)^{l} \sum_{\substack{\gamma \leq(l, 0, n-l) \\|\gamma|=n-l}} \Delta_{21}^{l} c_{\gamma} \frac{\binom{l}{\gamma_{1}}\binom{n-l}{\gamma_{3}}}{\binom{n}{l}}
$$

$$
=\left(\frac{\left|\mathbf{x}_{3}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{1}\right|}\right)^{l} c_{(0, l, n-l)} \frac{1}{\binom{n}{l}}
$$

which is the smoothness condition connecting $b_{(l, n-l)}$ and $c_{(0, l, n-l)}$. This can be done after solving $d_{(0, n-l, l)}$ from (2.3) and substituting the resulting $d_{(0, n-l, l)}$ to (2.1) and then $(2.1)$ to (2.2). Thus, we have completed the proof of this lemma.

LEMMA 2.12. Let $\mathbf{v}$ be an interior and singular vertex such that four patches attached at $\mathbf{v}$ are two triangles and two parallelograms as shown in Figure 2.9. Assume that the following B-coefficients $\left\{a_{\beta}: \beta_{1} \geq 1\right\},\left\{b_{i j}: i+j \leq n-1\right\},\left\{c_{\beta}: \beta_{1} \geq\right.$ $1\}$, and $\left\{d_{i j}: i+j \leq n-1\right\}$ on the four patches respectively are given and satisfy the smoothness conditions (2.3.1) and (2.3.5) up to order $n-1$. Then for any given $a_{(0, l, n-l)}$, there exists a unique set of coefficients $b_{(l, n-l)}, c_{(0, l, n-l)}, d_{(l, n-l)}$ that satisfy the smoothness conditions (2.3.1) or (2.3.5) connecting them, where $0 \leq l \leq n$.


Figure 2.9 Two triangles and two parallelograms attach at $\mathbf{v}$
Proof. By Lemma 2.1 and Lemma 2.7, for any given $a_{(0, l, n-l)}$ the values $b_{(l, n-l)}, d_{(l, n-l)}$ are determined from $a_{(0, l, n-l)}$ by using the smoothness conditions (2.3.5). Also $c_{(0, l, n-l)}$ can be obtained either from $d_{(l, n-l)}$ or $b_{(l, n-l)}$. To show that $a_{(0, l, n-l)}, b_{l, n-l}, c_{(0, l, n-l)}$, and $d_{(l, n-l)}$ satisfy the smoothness conditions (2.3.1) and (2.3.5) among them, we may assume without loss of generality that the given Bcoefficients $a_{\beta}$ 's, $b_{i j}$ 's, $c_{\beta}$ 's, $d_{i j}$ 's are equal to zero. Then we obtain

$$
\begin{equation*}
b_{(l, n-l)}=\left(\frac{\left|\mathbf{x}_{2}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{4}\right|}\right)^{n-l} \sum_{\substack{\gamma \leq(n-l, l, 0) \\|\gamma|=l}} \Delta_{31}^{n-l} a_{\gamma} \frac{\binom{n-l}{\gamma_{1}}\binom{l}{\gamma_{2}}}{\binom{n}{n-l}} \tag{2.4}
\end{equation*}
$$

$$
\begin{aligned}
& =\left(\frac{\left|\mathbf{x}_{2}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{4}\right|}\right)^{n-l} a_{(0, l, n-l)} \frac{1}{\binom{n}{l}} \\
d_{(l, n-l)}= & \left(\frac{\left|\mathbf{x}_{1}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{3}\right|}\right)^{l} \sum_{\substack{\gamma \leq(l, 0, n-l) \\
|\gamma|=n-l}} \Delta_{21}^{l} a_{\gamma} \frac{\binom{l}{\gamma_{1}}\binom{n-l}{\gamma_{2}}}{\binom{n}{l}} \\
& =\left(\frac{\left|\mathbf{x}_{1}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{3}\right|}\right)^{l} a_{(0, l, n-l)} \frac{1}{\binom{n}{l}}
\end{aligned}
$$

and

$$
\begin{align*}
b_{(l, n-l)}= & \left(\frac{\left|\mathbf{x}_{3}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{1}\right|}\right)^{l} \sum_{\substack{\gamma \leq(l, 0, n-l) \\
|\gamma|=n-l}} \Delta_{21}^{l} c_{\gamma} \frac{\binom{l}{\gamma_{1}}\binom{n-l}{\gamma_{3}}}{\binom{n}{l}}  \tag{2.6}\\
& =\left(\frac{\left|\mathbf{x}_{3}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{1}\right|}\right)^{l} c_{(0, l, n-l)}^{l} \frac{1}{\binom{n}{l}} .
\end{align*}
$$

We need to prove that $d_{l, n-l}$ and $c_{(0, l, n-l)}$ satisfy the relation

$$
\begin{align*}
d_{(l, n-l)}= & \left(\frac{\left|\mathbf{x}_{4}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{2}\right|}\right)^{n-l} \sum_{\substack{\gamma \leq(n-l, l, 0) \\
|\gamma|=l}} \Delta_{31}^{n-l} c_{\gamma} \frac{\binom{n-l}{\gamma_{1}}\binom{l}{\gamma_{2}}}{\binom{n}{n-l}}  \tag{2.7}\\
& =\left(\frac{\left|\mathbf{x}_{4}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{2}\right|}\right)^{n-l} c_{(0, l, n-l)} \frac{1}{\binom{n}{l}}
\end{align*}
$$

Indeed, solving $a_{(0, l, n-l)}$ from (2.4) and then substituting it into (2.5) and (2.6) into the resulting equation, we arrive at (2.7). Thus, we have established this lemma.
$3^{\circ}$. Suppose that $\tilde{P}_{n}$ and $\tilde{Q}_{n}$ are defined on two adjacent parallelograms $T_{1}=$ $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle$ and $T_{2}=\left\langle\mathbf{x}_{3}, \mathbf{x}_{4}, \mathbf{x}_{5}, \mathbf{x}_{6}\right\rangle$ which share a common edge $\left\langle\mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle$. More precisely, let

$$
\tilde{P}_{n}(\mathbf{x})=\sum_{\beta \leq(n, n)} a_{\beta} \tilde{\Phi}_{\beta}^{n}(\lambda), \quad \mathbf{x}=\mathbf{x}_{3}+\lambda_{1}\left(\mathbf{x}_{1}-\mathbf{x}_{3}\right)+\lambda_{2}\left(\mathbf{x}_{4}-\mathbf{x}_{3}\right),
$$

and

$$
\tilde{Q}_{n}(\mathbf{x})=\sum_{\beta \leq(n, n)} b_{\beta} \tilde{\Phi}_{\beta}^{n}(\mu), \quad \mathbf{x}=\mathbf{x}_{3}+\mu_{1}\left(\mathbf{x}_{5}-\mathbf{x}_{3}\right)+\mu_{2}\left(\mathbf{x}_{4}-\mathbf{x}_{3}\right)
$$

See Figure 2.10 for reference of the B-nets of $\tilde{P}_{n}$ and $\tilde{Q}_{n}$.


Figure 2.10 The B-nets of $\tilde{P}_{n}$ and $\tilde{Q}_{n}$
Write $\mathbf{x}_{5}-\mathbf{x}_{3}=\lambda_{1}^{0}\left(\mathbf{x}_{1}-\mathbf{x}_{3}\right)+\lambda_{2}^{0}\left(\mathbf{x}_{4}-\mathbf{x}_{3}\right)$. Then,

$$
D_{\mathbf{x}_{5}-\mathbf{x}_{3}}=\lambda_{1}^{0} D_{\mathbf{x}_{1}-\mathbf{x}_{3}}+\lambda_{2}^{0} D_{\mathbf{x}_{4}-\mathbf{x}_{3}} .
$$

Let $F$ be a function defined as follows:

$$
F(\mathbf{x})=\left\{\begin{array}{cl}
\tilde{P}_{n}(\mathbf{x}) & \text { if } \mathbf{x} \in T_{1} \\
\tilde{Q}_{n}(\mathbf{x}) & \text { if } \mathbf{x} \in T_{2}
\end{array}\right.
$$

Clearly, $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\left.\left(D_{\mathbf{x}_{5}-\mathbf{x}_{3}}\right)^{k} Q_{n}\right|_{T_{1} \cap T_{2}}=\left.\left(\lambda_{1}^{0} D_{\mathbf{x}_{1}-\mathbf{x}_{3}}+\lambda_{2}^{0} D_{\mathbf{x}_{4}-\mathbf{x}_{3}}\right)^{k} P_{n}\right|_{T_{1} \cap T_{2}}
$$

for $0 \leq k \leq r$. Define the so-called degree raising operators $\overline{\mathbf{R}}_{2}^{k}$ by

$$
\overline{\mathbf{R}}_{2}^{k} a_{i j}=\sum_{\nu=0}^{j} \frac{\binom{j}{\nu}\binom{n-j}{n-k-\nu}}{\binom{n}{k}} a_{i \nu}, \quad k \geq 0
$$

Then the smoothness conditions between $\tilde{P}_{n}$ and $\tilde{Q}_{n}$ easily follow.
LEMMA 2.13. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{equation*}
\Delta_{1}^{k} b_{(0, l)}=\sum_{i+j=k}\binom{k}{i}\left(\lambda_{1}^{0}\right)^{i}\left(\lambda_{2}^{0}\right)^{j} \frac{n!(n-k)!}{(n-i)!(n-j)!} \Delta_{1}^{i} \Delta_{2}^{j} \overline{\mathbf{R}}_{2}^{j} a_{0, l}, \tag{2.3.9}
\end{equation*}
$$

for $0 \leq k \leq r$, and $0 \leq l \leq n$.

Proof. Clearly,

$$
\left.\left(D_{\mathbf{x}_{5}-\mathbf{x}_{3}}\right)^{k} Q_{n}\right|_{T_{1} \cap T_{2}}=\frac{n!}{(n-k)!} \sum_{l=0}^{n} \Delta_{1}^{k} b_{(0 l)} \tilde{\Phi}_{(0, l)}^{(0, n)}\left(0, \mu_{2}\right)
$$

and

$$
\begin{aligned}
& \left.\left(\lambda_{1}^{0} D_{\mathbf{x}_{1}-\mathbf{x}_{3}}+\lambda_{2}^{0} D_{\mathbf{x}_{4}-\mathbf{x}_{3}}\right)^{k} P_{n}\right|_{T_{1} \cap T_{2}} \\
= & \sum_{i+j=k}\binom{k}{i}\left(\lambda_{1}^{0} D_{\mathbf{x}_{1}-\mathbf{x}_{3}}\right)^{i}+\left.\left(\lambda_{2}^{0} D_{\mathbf{x}_{4}-\mathbf{x}_{2}}\right)^{j} P_{n}\right|_{T_{1} \cap T_{2}} \\
= & \sum_{i+j=k} \sum_{m=0}^{n-j} \frac{n!}{(n-j)!} \frac{n!}{(n-i)!}\left(\lambda_{1}^{0} \Delta_{1}\right)^{i}\left(\lambda_{2}^{0} \Delta_{2}\right)^{j} a_{(0 m)} \tilde{\Phi}_{(0, m)}^{(0, n-j)}\left(0, \lambda_{2}\right) \\
= & \sum_{l=0}^{n} \sum_{i+j=k}\binom{k}{i} \frac{n!}{(n-j)!} \frac{n!}{(n-i)!}\left(\lambda_{1}^{0}\right)^{i}\left(\lambda_{2}^{0}\right)^{j} \overline{\mathbf{R}}_{2}^{j} a_{(0 l)} \tilde{\Phi}_{(0, l)}^{(0, n)}\left(0, \lambda_{2}\right) .
\end{aligned}
$$

Thus, we have established this lemma.
Computation of the degree raising operator $\overline{\mathbf{R}}_{2}^{j}$ is carried out as follows:

$$
\begin{aligned}
& \left(\lambda_{2}+\left(1-\lambda_{2}\right)\right)^{j} \sum_{m=0}^{n-j} a_{(0 m)} \tilde{\Phi}_{(0, m)}^{(0, n-j)} \\
= & \sum_{m=0}^{n-j} a_{(0 m)} \sum_{i=0}^{j}\binom{j}{i} \lambda_{2}^{i}\left(1-\lambda_{2}\right)^{j-i}\binom{n-j}{m} \lambda_{2}^{m}\left(1-\lambda_{2}\right)^{n-j-m} \\
= & \sum_{m=0}^{n-j} \sum_{i=0}^{j}\binom{j}{i} a_{(0 m)}\binom{n-j}{m} \lambda_{2}^{m+i}\left(1-\lambda_{2}\right)^{n-m-i} \\
= & \sum_{k=0}^{n} \sum_{\substack{m+i=k \\
m \leq n-j \\
i \leq j}} \frac{\binom{j}{i}\binom{n-j}{m}}{\binom{n}{k}} a_{(0 m)} \tilde{\Phi}_{(0, k)}^{(0, n)}\left(0, \lambda_{2}\right) \\
= & \sum_{k=0}^{n} \sum_{m+i=k} \frac{\binom{k}{m}\binom{n-k}{n-j-m}}{\binom{n}{j}} a_{(0 m)} \tilde{\Phi}_{(0, k)}^{(0, n)}\left(0, \lambda_{2}\right) .
\end{aligned}
$$

Also, we have the following
LEMMA 2.14. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{gather*}
\left(D_{\mathbf{x}_{5}-\mathbf{x}_{3}}\right)^{i}\left(D_{\mathbf{x}_{4}-\mathbf{x}_{3}}\right)^{j} \tilde{Q}_{n}\left(\mathbf{x}_{3}\right)  \tag{2.3.10}\\
=\left(\lambda_{1}^{0} D_{\mathbf{x}_{1}-\mathbf{x}_{3}}+\lambda_{2}^{0} D_{\mathbf{x}_{4}-\mathbf{x}_{3}}\right)^{i}\left(D_{\mathbf{x}_{4}-\mathbf{x}_{3}}\right)^{j} \tilde{P}_{n}\left(\mathbf{x}_{3}\right)
\end{gather*}
$$

for $0 \leq i \leq r, 0 \leq j \leq n$.
The proof of this lemma is the same as that of Lemma 2.8. and we omit the details.

It is therefore suggestive to determine the supports of smoothness conditions (2.3.9). The following figure 2.11 shows the supports of the $C^{1}$ and $C^{2}$ smoothness conditions.


Figure 2.11 The supports of the smoothness conditions over two parallelograms
Further, when certain B-coefficients of $F$ are given, we apply the smoothness conditions (2.3.9) to make $F$ smooth across edge $\left[\mathbf{x}_{3}, \mathbf{x}_{4}\right]$. We have following two lemmas.


Figure 2.12 The orientation of the vertices of two parallelograms
LEMMA 2.15. Assume that $\mathbf{x}_{4} \notin\left[\mathbf{x}_{2}, \mathbf{x}_{6}\right]$. Suppose that the following B-coefficients of $\tilde{P}_{n}$ and $\tilde{Q}_{n}$ are given: $a_{(i, j)}, b_{(i, j)}, i+j \leq n-1$ as well as $a_{(k, n-k)}, b_{(k, n-k)}, k=$ $0, \cdots, n-2 l-2$. (See Figure 2.12 above for reference of orientation of these two parallelograms. )Further, suppose that $a_{(i j)}, b_{(i j)}, i+j \leq n-1$ satisfy the smoothness conditions up to order $n-1$ and $a_{(k, n-k)}, b_{(k, n-k)}$ with some other $a_{(i j)}$ 's, $b_{(i j)}$ 's satisfy the
smoothness conditions up to order $n-2 l-2$. Then for any given $a_{(n-k, k)}, b_{(n-k, k)}, 0 \leq$ $k \leq l$, there exists a unique set of $a_{(n-l-k, k+l)}, b_{(n-l-k, k+l)}, 1 \leq k \leq l+1$, such that $a_{(i j)}, b_{(i j)}, i+j \leq n$ satisfy the smoothness conditions up to order $n$.

Proof. We only need to prove that there exists a unique solution $\left\{a_{(l+k, n-l-k)}\right.$, $\left.b_{(l+k, n-l-k)}: 1 \leq k \leq l+1\right\}$ such that the following smoothness conditions

$$
\begin{aligned}
& \Delta_{1}^{n-k} b_{0 k}=\sum_{i+j=n-k}\binom{n-k}{i} \lambda_{1}^{i} \lambda_{2}^{j} \frac{n!}{(n-i)!} \frac{k!}{(n-j)!} \Delta_{1}^{i} \Delta_{2}^{j} \bar{R}_{2}^{j} a_{0 k} \\
= & \sum_{i+j=n-k}\binom{n-k}{i} \lambda_{1}^{i} \lambda_{2}^{j} \frac{n!}{(n-i)!} \frac{k!}{(n-j)!} \sum_{m=0}^{k} \frac{\binom{k}{m}\binom{n-k}{n-m-j}}{\binom{n}{j}} \Delta_{1}^{i} \Delta_{2}^{j} a_{0 m},
\end{aligned}
$$

hold for $0 \leq k \leq 2 l+1$. Thus, we have $2 l+2$ equations and $2 l+2$ unknown $\left\{a_{(n-l-k, l+k)}, b_{(n-l-k, l+k)}: 1 \leq k \leq l+1\right\}$. The linear system may be decomposed into two smaller linear subsystems:

$$
\Delta_{1}^{n-k} b_{0 k}=\sum_{i+j=n-k}\binom{n-k}{i} \lambda_{1}^{i} \lambda_{2}^{j} \frac{n!}{(n-i)!} \frac{k!}{(n-j)!} \sum_{m=0}^{k} \frac{\binom{k}{m}\binom{n-k}{n-m-j}}{\binom{n}{j}} \Delta_{1}^{i} \Delta_{2}^{j} a_{0 m}
$$

for $l+1 \leq k \leq 2 l+1$ and

$$
\sum_{i+j=n-k}\binom{n-k}{i} \lambda_{1}^{i} \lambda_{2}^{j} \frac{n!}{(n-i)!} \frac{k!}{(n-j)!} \sum_{m=0}^{k} \frac{\binom{k}{m}\binom{n-k}{n-m-j}}{\binom{n}{j}} \Delta_{1}^{i} \Delta_{2}^{j} a_{(0 m)}=\Delta_{1}^{n-k} b_{(0 k)}
$$

where $0 \leq k \leq l$, which may be simplified as follows:

$$
\sum_{i+j=n-k}\binom{n-k}{i} \lambda_{1}^{i} \lambda_{2}^{j} \frac{n!}{(n-i)!} \frac{k!}{(n-j)!} \frac{\binom{n-k}{n-j-k}}{\binom{n}{j}} a_{(i, j+k)}=c_{k}, \quad 0 \leq k \leq l .
$$

Further, we have

$$
\sum_{i+j=n-k} \lambda_{1}^{i} \lambda_{2}^{j} \frac{\binom{n-k}{i}\binom{n}{i}}{\binom{n}{k}} a_{(i, j+k)}=c_{k} \quad 0 \leq k \leq l,
$$

or

$$
\sum_{j=l+1}^{2 l+1} \lambda_{1}^{n-j} \lambda_{2}^{j-k} \frac{\binom{n-k}{n-j}\binom{n}{n-j}}{\binom{n}{k}} a_{(n-j, j)}=\tilde{c}_{k}, \quad 0 \leq k \leq l
$$

The above linear system has a unique solution $\left\{a_{(n-j, j)}: l+1 \leq j \leq 2 l+1\right\}$ because the determinant of its coefficients matrix may be simplified to be

$$
\operatorname{det}\left[\begin{array}{cccc}
\frac{1}{1!} & \frac{1}{2!} & \cdots & \frac{1}{(l+1)!} \\
\frac{1}{2!} & \frac{1}{3!} & \cdots & \frac{1}{(l+2)!} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{(l+1)!} & \frac{1}{(l+2)!} & \cdots & \frac{1}{(2 l+1)!}
\end{array}\right]=\frac{\prod_{i=1}^{l+1}(l+1-i)!}{\prod_{i=1}^{l+1}(2 l+2-i)!} \neq 0 .
$$

Then substituting the values $\left\{a_{(n-l-k, l+k)}: 1 \leq k \leq l+1\right\}$ into the first subsystem, we also have a unique solution $\left\{b_{(n-k-l, l+k)}: 1 \leq k \leq l+1\right\}$. This completes the proof of the lemma.

LEMMA 2.16. Assume that $\mathbf{x}_{4} \in\left[\mathbf{x}_{2}, \mathbf{x}_{6}\right]$. Suppose that the B-coefficients $\left\{a_{(i j)}\right.$ : $i+j \leq n-1\}$ and $\left\{b_{(i j)}: i+j \leq n-1\right\}$ satisfy the smoothness conditions (2.3.9) up to order $n-1$. Furthermore, suppose that $\left\{a_{(k, n-k)}, b_{(k, n-k)}: 0 \leq k \leq l\right\}$ are given and satisfy the smoothness conditions (2.3.9) up to order $l$, where $l<n$. Then for any $\left\{a_{(k, n-k)}: l+1 \leq k \leq n\right\}$, there exists a unique set of coefficients $\left\{b_{(k, n-k)}: l+1 \leq\right.$ $k \leq n\}$ such that $\left\{a_{(i j)}, i+j \leq n\right\}$ and $\left\{b_{(i j)}: i+j \leq n\right\}$ satisfy the smoothness conditions (2.3.9).

Proof. This result is a simple consequence of Lemma 2.13.
LEMMA 2.17. Let $\mathbf{v}$ be an interior and singular vertex such that the four patches attached at $\mathbf{v}$ consist one triangle and three parallelograms as shown as in Figure 2.13. Assume that the following $B$-coefficients $\left\{a_{\beta}: \beta_{1} \geq 1\right\},\left\{b_{(i j)}: i+j \leq n-1\right\},\left\{c_{(i j)}\right.$ : $i+j \leq n-1\},\left\{d_{(i j)}: i+j \leq n-1\right\}$ on these four patches respectively are given and satisfy the smoothness conditions (2.3.5) and (2.3.9) up to order $n-1$. Then for any given $a_{(0, l, n-l)}$, there exists a unique set of coefficients $b_{(n-l, l)}, c_{(l, n-l)}, d_{(n-l, l)}$ that satisfy the smoothness conditions (2.3.5) or (2.3.9), where $0 \leq l \leq n$.


Figure 2.13 One triangle and three parallelograms attach at $\mathbf{v}$
Proof. By Lemma 2.7, for any given $a_{(0, l, n-l)}$, we can find $b_{(l, n-l)}$ and $d_{(n-l, l)}$. Then $c_{(l, n-l)}$ may be obtained from $b_{(i j)}$, say by using Lemma 2.13. We need to prove
that $c_{(l, n-l)}$ and $d_{(n-l, l)}$ satisfy the smoothness conditions (2.3.9). To do this, we may assume that the given B-coefficients $\left\{a_{\beta}, \beta_{1} \geq 1\right\},\left\{b_{(i j)}: i+j \leq n-1\right\},\left\{c_{(i j)}: i+j \leq\right.$ $n-1\}$, and $\left\{d_{(i j)}: i+j \leq n-1\right\}$ are equal to zeros and obtain

$$
b_{(n-l, l)}=\left(\frac{\left|\mathbf{x}_{3}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{1}\right|}\right)^{n-l} \sum_{\substack{\gamma \leq(n-l, l, 0) \\|\gamma|=l}} \Delta_{31}^{n-l} a_{\gamma} \frac{\binom{n-l}{\gamma_{1}}\binom{l}{\gamma_{2}}}{\binom{n}{l}}
$$

$$
\begin{gather*}
=\left(\frac{\left|\mathbf{x}_{3}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{1}\right|}\right)^{n-l} a_{(0, l, n-l)} \frac{1}{\binom{n}{l}},  \tag{2.8}\\
d_{(n-l, l)}=\left(\frac{\left|\mathbf{x}_{2}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{4}\right|}\right)^{l} \sum_{\substack{\gamma \leq(l, 0, n-l) \\
|\gamma|=l}} \Delta_{21}^{l} a_{\gamma} \frac{\binom{l}{\gamma_{1}}\binom{n-l}{\gamma_{3}}}{\binom{n}{l}}
\end{gather*}
$$

$$
\begin{equation*}
=\left(\frac{\left|\mathbf{x}_{2}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{4}\right|}\right)^{l} \frac{a_{(0, l, n-l)}}{\binom{n}{l}}, \tag{2.9}
\end{equation*}
$$

$$
\begin{equation*}
c_{(l, n-l)}=\left(\frac{\left|\mathbf{x}_{2}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{4}\right|}\right)^{l} b_{(n-l, l)} . \tag{2.10}
\end{equation*}
$$

We need to prove that

$$
\begin{equation*}
c_{(l, n-l)}=\left(\frac{\left|\mathbf{x}_{3}-\mathbf{v}\right|}{\left|\mathbf{v}-\mathbf{x}_{1}\right|}\right)^{n-l} d_{(n-l, l)} \tag{2.11}
\end{equation*}
$$

Indeed, solving $a_{(0, l, n-l)}$ from (2.8) and substituting into (2.9) and substituting the resulting $b_{(n-l, l)}$ into (2.10), we have (2.11). Thus, this completes the proof of this lemma.

The following two lemmas can be proved similarly and will be stated without proof.

LEMMA 2.18. Let $\mathbf{v}$ be an interior and singular vertex such that the four patches attached at $\mathbf{v}$ consist two triangles and two parallelograms as shown as in Figure 2.14. Assume that the following $B$-coefficients $\left\{a_{\beta}: \beta_{1} \geq 1\right\},\left\{b_{(i j)}: i+j \leq n-1\right\},\left\{c_{(i j)}\right.$ : $i+j \leq 1\}$, and $\left\{d_{\beta}: \beta_{1} \geq 1\right\}$ on the four patches are given and satisfy the smoothness conditions (2.3.1) ,(2.3.5) and (2.3.9) up to order $n-1$ (cf. Figure 2.14). Then for any given $a_{(0, l, n-l)}$, there exists a unique set of $b_{(l, n-l)}, c_{(l, n-l)}$, and $d_{(0, n-l, l)}$ that satisfy the smoothness conditions (2.3.1), (2.3.5), (2.3.9), where $0 \leq l \leq n$.


Figure 2.14 Two parallelograms and two triangles attach at $\mathbf{v}$
LEMMA 2.19. Let $\mathbf{v}$ be an interior and singular vertex such that the four patches attached at $\mathbf{v}$ consist four triangles as shown as in Figure 2.15. Assume that the following $B$-coefficients $\left\{a_{(i j)}, b_{(i j)}, c_{(i j)}, d_{(i j)}: i+j \leq n-1\right\}$ on these patches respectively are given and satisfy the smoothness conditions (2.3.9) up to order $n-1$. Then for any given $a_{(l, n-l)}$, there exists a unique set of $b_{(n-l, l)}, c_{(l, n-l)}$, and $d_{(n-l, l)}$ such that these four $B$-coefficients satisfy the smoothness conditions (2.3.9), where $0 \leq l \leq n$.


Figure 2.15 Four parallelograms attach at $\mathbf{v}$

### 2.4. Construction of Fundamental Vertex Splines

First of all, we need to give a precise definition of mixed grid partitions.
DEFINITION 2.1. $\triangle=\left\{t_{i}: i=1, \cdots, L\right\}$ is a mixed grid partition of a region $R$ if
(i) $R=\cup_{i=1}^{L} t_{i}$;
(ii) each $t_{i}$ is either a triangle or a parallelogram;
(iii) $\operatorname{int}\left(t_{i}\right) \cap \operatorname{int}\left(t_{j}\right)=\emptyset$, if $i \neq j$; and
(iv) either $t_{i} \cap t_{j}=\emptyset$ or $t_{i} \cap t_{j}$ is the common edge of $t_{i}$ and $t_{j}$ or the common vertex of $t_{i}$ and $t_{j}$.

A triangulation $\triangle$ of $R$ satisfying (i)-(iv) is a mixed grid partition. On a mixed grid partition $\triangle$, we define the spline space $S_{d}^{r}(\triangle)$ of smoothness order $r$ and "degree" $n$ as follows:

$$
S_{d}^{r}(\triangle)=\left\{f \in C^{r}(R):\left.f\right|_{t_{i}} \in \pi_{d}\left(t_{i}\right), \forall i\right\}
$$

More precisely, $f \in S_{d}^{r}(\triangle)$ means $f \in C^{r}(R)$ and $\left.f\right|_{t_{i}}$ is a polynomial of total degree $d$ if $t_{i}$ is a triangle or a polynomial of coordinate degree $(d, d)$ with respect to $t_{i}$ if $t_{i}$ is a parallelogram.

Then we identify subspaces of $S_{d}^{r}(\triangle)$ which are called super spline spaces in [40, 111], where $d \geq 3 r+2$.

DEFINITION 2.2. For $r \geq 0$ and $d \geq 3 r+2$, and $l, r<l \leq r+\left[\frac{d-2 r-1}{2}\right]$, the subspace

$$
S_{d}^{r, l}(\triangle)=\left\{f: f \in S_{d}^{r}(\triangle) \text { and } f \in C^{l}(\mathbf{v}) \text { at each vertex of } \triangle\right\}
$$

of $S_{d}^{r}(\triangle)$ is called super spline space. We will use the notation $\widehat{S}_{d}^{r}:=S_{d}^{r, r+\left[\frac{d-2 r-1}{2}\right]}(\triangle)$.
DEFINITION 2.3. A spline function $f \in S_{d}^{r, l}(\triangle)$ is called a vertex spline if its support is a part of the union of all patches (triangles or parallelepipeds) sharing at most one vertex.

In this section, we are going to outline a procedure for constructing a basis of the super spline space $\widehat{S}_{d}^{r}$ consisting of vertex splines. These vertex splines, called fundamental vertex splines, will be required to satisfy certain specification of interpolatory parameters at the corresponding vertex and match some directional derivatives related to the edges and patches (which will be defined below.) In the construction of
each polynomial piece of a vertex spline, we subdivide the indices of the B-coefficients of this polynomial into several parts as indicated by I, II, III, IV, and V in Figures 2.16 and 2.17 based on the idea of "disentangling the rings" in [19]. The B-coefficients with indices in I and V are either zero or will be determined by the interpolatory parameters, those with indices in II will be determined by the directional derivatives related to the patch, those with indices in III by the directional derivatives related to edges, and those with indices in IV by using Lemmas 2.14, 2.9, and 2.15 or Lemmas $2.5,2.10$, and 2.16 . We need first to introduce the necessary definitions and notations and then specify the interpolation parameters of these vertex splines. We will only discuss the special and most important case where $d=3 r+2$, since it will be clear that our construction procedure is also valid for $d>3 r+2$.

Let us subdivide the underlying index set $\left\{\beta \in \mathbb{Z}_{+}^{3}:|\beta|=3 r+2\right\}$ of the B-net of a polynomial of degree $3 r+2$ on a triangle into four parts. (Refer to Figure 2.16 for case $r=5$ and $d=17$.) Fix a triangle $\delta=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle$.


Figure 2.16 Four parts of the underlying index set of the B-net of a polynomial of degree 17

Part I is the union of the collections $A_{i}^{3 r+2} J_{1}, i=1,2,3$, where $J_{1}=\{(l, m) \in$ $\left.\mathbb{Z}_{+}^{2}: l+m \leq r+[r+1 / 2]\right\}$.

Part II is the union of the collections $A_{i}^{3 r+2} J_{2}, i=1,2,3$, where $J_{2}=\{(l, m) \in$ $\mathbb{Z}_{+}^{2}: l+m \geq r+[r+1 / 2]+1$ and $\left.l, m \leq r\right\}$.

Part III is the union of the collections $A_{i}^{3 r+2} J_{3}, i=1,2,3$, where $J_{3}=\{(r-2 m, r+$ $\left.1+m) \in \mathbb{Z}_{+}^{2}: m=0, \cdots,[r / 2]\right\}$.

Part IV consists of the remaining Bézier coefficients on $\delta$; i.e., the union of the collection $A_{i}^{3 r+2} J_{4} \cup A_{i}^{3 r+2} J_{4}^{*}, i=1,2,3$, where $J_{4}=\cup_{i=1}^{[r / 2]}\{(r+1, r-i), \cdots,(r+1+$ $i-1, r-i-(i-1))\}$ and $J_{4}^{*}=\left\{(l, m):(m, l) \in J_{4}\right\}$.

We then subdivide the underlying index $\left\{\beta \in \mathbb{Z}_{+}^{2}: \beta \leq(3 r+2,3 r+2)\right\}$ of the B-net of a polynomial of "degree" $3 r+2$ on a parallelogram into five parts. (Refer to Figure 2.17 for case $r=5$ and $d=17$.)

Fix a parallelogram $\delta=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle$. Let $\eta^{1}=(1,1), \eta^{2}=(-1,1), \eta^{3}=(1,-1)$ and $\eta^{4}=(-1,-1)$ be indices associated with $\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}$ respectively.


Figure 2.17 Five parts of the underlying index set of the B-net of a polynomial of "degree" 17

Part I is the union of collections $B_{i}^{3 r+2} J_{1}, i=1,2,3,4$, where $B_{i}^{3 r+2}$ is a map from $\mathbb{Z}_{+}^{2}$ into itself defined in $\S 2.2$.

Part II is the union of collections $B_{i}^{3 r+2} J_{2}, i=1,2,3,4$.
Part III is the union of collections $B_{i}^{3 r+2} \tilde{J}_{3}, i=1,2,3,4$, where $\tilde{J}_{3}=\{(i, j): i=$ $\left.r+m, r-2 m+2 \leq j \leq r, m=1, \cdots,\left[\frac{r+1}{2}\right]\right\}$ if $r$ is odd and $\tilde{J}_{3}=\{(i, j): i=$
$\left.r+m, r-2 m+2 \leq j \leq r, m=1, \cdots,\left[\frac{r+1}{2}\right]\right\} \cup\left\{(i, j): i=r+\left[\frac{r+1}{2}\right], 0 \leq j \leq r\right\}$ if $r$ is even.

Part IV is the union of collections $B_{i}^{3 r+2}\left(J_{4} \cup J_{4}^{*}\right), i=1,2,3,4$, where $J_{4}=$ $\cup_{l=1}^{[r / 2]}\{(r+1, r-l), \cdots,(r+1+l-1, r-l-(l-1))\}$.

Part V is the collection $B_{1}^{3 r+2} J_{5}$, where $J_{5}=\{(i, j): r+1 \leq i, j \leq 2 r+1\}$.
We now define directional derivatives related to edges, triangles, and parallelograms as follows. For an edge $e=\left[\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}\right]$ and a triangle $\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 3}\right\rangle$ or a parallelogram $\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 3}, \mathbf{x}_{e, 4}\right\rangle$, the directional derivatives relative to the edge $e$ are defined by

$$
D_{e}^{\alpha}=\left(D_{\mathbf{x}_{e, 2}-\mathbf{x}_{e, 1}}\right)^{\alpha_{1}}\left(D_{\mathbf{x}_{e, 3}-\mathbf{x}_{e, 1}}\right)^{\alpha_{2}}, \alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{Z}_{+}^{2}
$$

where the directional derivatives are taken from inside the triangle or the parallelogram. For a triangle $t=\left\langle\mathbf{x}_{i}, \mathbf{x}_{j}, \mathbf{x}_{k}\right\rangle$, the directional derivatives relative to $t$ at $\mathbf{x}_{\mathbf{i}}$ are defined by

$$
D_{t\left(\mathbf{x}_{i}\right)}^{\alpha}=\left(D_{\mathbf{x}_{j}-\mathbf{x}_{i}}\right)^{\alpha_{1}}\left(D_{\mathbf{x}_{k}-\mathbf{x}_{i}}\right)^{\alpha_{2}}, \alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{Z}_{+}^{2},
$$

where the derivatives are taken from inside the triangle. For a parallelogram $p=$ $\left\langle\mathbf{x}_{p, 1}, \mathbf{x}_{p, 2}, \mathbf{x}_{p, 3}, \mathbf{x}_{p, 4}\right\rangle$ with $\left\langle\mathbf{x}_{p, 1}, \mathbf{x}_{p, 2}\right\rangle / /\left\langle\mathbf{x}_{p, 3}, \mathbf{x}_{p, 4}\right\rangle$, the directional derivatives relative to the parallelogram $p$ are defined by

$$
D_{p}^{\alpha}=\left(D_{\mathbf{x}_{p, 2}-\mathbf{x}_{p, 4}}\right)^{\alpha_{1}}\left(D_{\mathbf{x}_{p, 3}-\mathbf{x}_{p, 4}}\right)^{\alpha_{2}}, \alpha=\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{Z}_{+}^{2}
$$

where the derivatives are taken from inside the parallelogram.
Assume that $\triangle$ is a mixed partition of a given region $R$ and denote by $\mathcal{V}$ and $\mathcal{E}$, the collection of all vertices, and edges of $\triangle$, respectively. Let $\mathcal{E}_{1}$ denote the collection of those edges which is the common edge of two parallelograms or is a boundary edge of a parallelogram. And let $\mathcal{E}_{2}=\mathcal{E} \backslash \mathcal{E}_{1}$ which is the collection of all the other edges of $\triangle$. Further, denote by $\mathcal{P}$ the collection of all parallelograms of $\triangle$. We numerate these vertices of $\triangle$ by $\mathcal{V}=\left\{\mathbf{v}_{1}, \cdots, \mathbf{v}_{N}\right\}$. For each edge $e=\left[\mathbf{v}_{i}, \mathbf{v}_{j}\right]$, we rewrite it as $e=\left[\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}\right]$ where $\mathbf{x}_{e, 1}=\mathbf{v}_{l}, l=\min \{i, j\}$, and $\mathbf{x}_{e, 2}=\mathbf{v}_{m}, m=\max \{i, j\}$. If $e=\left[\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}\right]$ is a boundary edge, $e$ may be an edge of a triangle $\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 3}\right\rangle$ or an edge of a parallelogram $\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 3}, \mathbf{x}_{e, 4}\right\rangle$ of $\triangle$. If $e \in \mathcal{E}_{2}$ is an interior edge, $e=\left[\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}\right]$ may be the common edge of two triangles $\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 3}, \mathbf{x}_{e, 2}\right\rangle$ and $\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 4}\right\rangle$ or the common edge of one triangle $\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 3}\right\rangle$ and the other parallelogram $\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 4}, \mathbf{x}_{e, 5}\right\rangle$ or the common edge of two parallel$\operatorname{ograms}\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 3}, \mathbf{x}_{e, 4}\right\rangle$ and $\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 5}, \mathbf{x}_{e, 6}\right\rangle$.

For each vertex $\mathbf{v} \in \mathcal{V}$, we denote the patches (triangles and parallelograms of $\triangle)$ that share $\mathbf{v}$ as their common vertex by $T_{\mathbf{v}, i}, i=1, \cdots, l(\mathbf{v})$ and let $\left[\mathbf{v}, \mathbf{x}_{\mathbf{v}, i}\right] \in$
$T_{\mathbf{v}, i}, i=1, \cdots, l(\mathbf{v})$ be all the edges emanating from $\mathbf{v}$. We call $T_{\mathbf{v}, i}$ a one-sided singular patch relative to $\mathbf{v}$ if $\left[\mathbf{v}, \mathbf{x}_{\mathbf{v}, i}\right]$ is a singular or near-singular edge relative to $\mathbf{v}$ but not both, and $T_{\mathbf{v}, i}$ a two-sided singular patch relative to $\mathbf{v}$ if both $\left[\mathbf{v}, \mathbf{x}_{\mathbf{v}, i}\right]$ and $\left[\mathbf{v}, \mathbf{x}_{\mathbf{v}, i+1}\right] \subset T_{\mathbf{v}, i}$ are singular or near-singular edges. We relabel $T_{\mathbf{v}, i}, i=1, \cdots, l(\mathbf{v})$ to be $t_{i}(\mathbf{v}), i=1, \cdots, m(\mathbf{v})$ as follows:
(1) Let $\mathbf{v}$ be a singular or near-singular vertex. If the four patches attached at $\mathbf{v}$ are four triangles as in Fig.2.5, or four parallelograms as in Fig.2.15, or two triangles and two parallelograms as in Fig.2.14, let $t_{1}(\mathbf{v})=T_{\mathbf{v}, 1}$ and $t_{2}(\mathbf{v})=T_{\mathbf{v}, 3}$; if four patches attached at $\mathbf{v}$ are as shown in Fig.2.8 and Fig.2.9, let $t_{1}(\mathbf{v})=T_{\mathbf{v}, 1}$ and $t_{2}(\mathbf{v})=T_{\mathbf{v}, 3}$ or $t_{1}(\mathbf{v})=T_{\mathbf{v}, 2}$ and $t_{2}(\mathbf{v})=T_{\mathbf{v}, 4}$ so that $t_{1}(\mathbf{v}), t_{2}(\mathbf{v})$ are triangles; If four patches attached at $\mathbf{v}$ are as shown in Fig.2.13, let $t_{1}(\mathbf{v})=T_{\mathbf{v}, 1}$ and $t_{2}(\mathbf{v})=T_{\mathbf{v}, 3}$ or $t_{1}(\mathbf{v})=T_{\mathbf{v}, 2}$ and $t_{2}(\mathbf{v})=T_{\mathbf{v}, 4}$ so that either $t_{1}(\mathbf{v})$ or $t_{2}(\mathbf{v})$ is a triangle. Hence, let $m(\mathbf{v})=2$.
(2) Assume that $\mathbf{v}$ is not a singular vertex. If one of these $T_{\mathbf{v}, i}, 1 \leq i \leq l(\mathbf{v})$, say $T_{\mathbf{v}, j}$ is a two-sided singular patch relative to $\mathbf{v}$, we denote $\left\{T_{\mathbf{v}, 1}, \cdots, T_{\mathbf{v}, j-2}, T_{\mathbf{v}, j}, T_{\mathbf{v}, j+2}, \cdots\right.$, $\left.T_{\mathbf{v}, l(\mathbf{v})}\right\}$ by $\left\{t_{i}(\mathbf{v}), i=1, \cdots, l(\mathbf{v})-2\right\}$. That is, let $m(\mathbf{v})=l(\mathbf{v})-2$. Note that if $\mathbf{v}$ is a boundary vertex, $T_{\mathbf{v}, 1}, \cdots, T_{\mathbf{v}, j-1}$ or $T_{\mathbf{v}, j+1}, \cdots, T_{\mathbf{v}, l(\mathbf{v})}$ may not exist.
(3) If none of these $T_{\mathbf{v}, i}, i=1, \cdots, l(\mathbf{v})$, is a two-sided singular patch relative to $\mathbf{v}$ and if both $T_{\mathbf{v}, j}$ and $T_{\mathbf{v}, j+1}$ are one-sided singular patches relative to $\mathbf{v}$, we denote $\left\{T_{\mathbf{v}, 1}, \cdots, T_{\mathbf{v}, j}, T_{\mathbf{v}, j+2}, \cdots, T_{\mathbf{v}, l(\mathbf{v})}\right\}$ by $\left\{t_{i}(\mathbf{v}): i=1, \cdots, m(\mathbf{v})\right\}$, where $m(\mathbf{v})=l(\mathbf{v})-1$.
(4) If none of these $T_{\mathbf{v}, i}, i=1, \cdots, l(\mathbf{v})$, is a one-sided or two-sided singular patches relative to $\mathbf{v}$, we let $t_{i}(\mathbf{v})=T_{\mathbf{v}, i}, i=1, \cdots, m(\mathbf{v})$, where $m(\mathbf{v})=l(\mathbf{v})$.

Let $\mathcal{T}=\left\{t_{i}(\mathbf{v}): \mathbf{v} \in \mathcal{V}, i=1, \cdots, m(\mathbf{v})\right\}$. Note that some patches may be accounted for three or four times in $\mathcal{T}$. For instance, a triangle $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle \in \triangle$ may have been called $t_{i}\left(\mathbf{x}_{1}\right), t_{j}\left(\mathbf{x}_{2}\right)$, or $t_{k}\left(\mathbf{x}_{3}\right)$ in $\mathcal{T}$.

Furthermore, we denote

$$
J_{e}= \begin{cases}J_{3} & \text { if } e \text { is the common edge of two triangles or one triangle } \\ & \text { and one parallelogram } \\ \tilde{J}_{3} & \text { if } e \text { is the common edge of two parallelograms } \\ J_{6} & \text { if } e \text { is an edge of a triangles on the boundary of } \triangle \\ J_{7} & \text { if } e \text { is an edge of parallelogram on the boundary of } \triangle\end{cases}
$$

where

$$
\begin{aligned}
J_{6}=\left\{(l, m+n) \in \mathbb{Z}_{+}^{2}:\right. & m=r+1+[(r+1) / 2]-l, \\
& r+1 \leq l \leq r+1+[r / 2], 0 \leq n \leq[r / 2]\}
\end{aligned}
$$

and

$$
\begin{aligned}
J_{7}= & \{(l, m): r+1+[(r+1) / 2]-m \leq l \leq r+1+[r / 2]+m, 0 \leq m \leq[r / 2]\} \\
& \cup\{(l, m): r+1 \leq l \leq r+1+[(r+2) / 2,[r / 2] \leq m \leq r\} .
\end{aligned}
$$

Also, we denote

$$
J_{\mathbf{v}, i}= \begin{cases}J_{2} & \begin{array}{l}
\text { if } t_{i}(\mathbf{v}) \text { is neither one-sided nor two-sided singular } \\
\text { patch relative to } \mathbf{v} ;
\end{array} \\
J_{2} \cup J_{4} & \text { if } t_{i}(\mathbf{v}) \text { is a one-sided singular patch relative } \mathbf{v} ; \\
J_{2} \cup J_{4} \cup J_{4}^{*} & \text { if } \mathbf{v} \text { is a singular vertex and } t_{i}(\mathbf{v})=T_{1}(\mathbf{v}) \\
\text { or if } \mathbf{v} \text { is not a singular vertex but } t_{i}(\mathbf{v}) \text { is } \\
J_{4} \cup J_{4}^{*} & \begin{array}{l}
\text { a two-sided singular patch; } \\
\text { if } \mathbf{v} \text { is a singular vertex and } t_{i}(\mathbf{v})=T_{2}(\mathbf{v})
\end{array}\end{cases}
$$

In the following, we outline the procedure for constructing the fundamental vertex splines in $\widehat{S}_{3 r+2}^{r}(\triangle)$. In general, we will consider four types of vertex splines of interest. They are required to satisfy the following specifications of interpolatory conditions.
(I)For any $\mathbf{v} \in \mathcal{V}$ and $\gamma \in J_{1}$, let $V_{\mathbf{v}}^{\gamma}$ be a piecewise polynomial function supported on $S=\cup_{i=1}^{l(\mathbf{v})} T_{\mathbf{v}, i}$ and satisfying the following interpolation conditions and smoothness conditions:

$$
\begin{equation*}
\left.D_{e}^{\alpha} V_{\mathbf{v}}^{\alpha}\right|_{\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 3}, \mathbf{x}_{e, 4}\right\rangle}\left(\mathbf{x}_{e, 1}\right)=0, \alpha \in J_{e}, e \in \mathcal{E}_{1} \tag{I.3}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{e}^{\alpha} V_{\mathbf{v}}^{\alpha}\right|_{\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e}, 3\right\rangle}\left(\mathbf{x}_{e, 1}\right)=0, \alpha \in J_{e}, e \in \mathcal{E}_{2} ; \tag{I.3}
\end{equation*}
$$

$$
\begin{gather*}
V_{\mathbf{v}}^{\gamma} \in C^{r}\left(\mathbb{R}^{2}\right)  \tag{I.4}\\
\left.D_{p}^{\gamma} V_{\mathbf{v}}^{\alpha}\right|_{p}\left(\mathbf{x}_{p, 4}\right)=0, \gamma \in J_{5}, p \in \mathcal{P} . \tag{I.5}
\end{gather*}
$$

Here and throughout, as usual, the symbols $\delta_{\alpha, \gamma}, \delta_{\mathbf{v}, \mathbf{u}}$ denote the Kronecker delta.
(II) For each $e \in \mathcal{E}$ and $\gamma \in J_{e}$, let $V_{e}^{\gamma}$ be a piecewise polynomial function such that the following requirements are satisfied:

$$
\begin{equation*}
D^{\alpha} V_{e}^{\gamma}(\mathbf{u})=0, \alpha \in J_{1}, \mathbf{u} \in \mathcal{V} \tag{II.1}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{t_{j}(\mathbf{u})}^{\alpha} V_{e}^{\gamma}\right|_{t_{j}(\mathbf{u})}(\mathbf{u})=0, \alpha \in J_{\mathbf{u}, j}, t_{j}(\mathbf{u}) \in \mathcal{T} \tag{II.2}
\end{equation*}
$$

(II.3) ${ }_{1}$

$$
\left.D_{d}^{\alpha} V_{e}^{\gamma}\right|_{\left\langle\mathbf{x}_{d, 1}, \mathbf{x}_{d, 2}, \mathbf{x}_{d, 3}, \mathbf{x}_{d, 4}\right\rangle}\left(\mathbf{x}_{d, 1}\right)=\delta_{e, d} \delta_{\alpha, \gamma}, \alpha \in J_{d}, d \in \mathcal{E}_{1} ;
$$

$$
\begin{equation*}
\left.D_{d}^{\alpha} V_{e}^{\gamma}\right|_{\left\langle\mathbf{x}_{d, 1}, \mathbf{x}_{d, 2}, \mathbf{x}_{d, 3}\right\rangle}\left(\mathbf{x}_{d, 1}\right)=\delta_{e, d} \delta_{\alpha, \gamma}, \alpha \in J_{d}, d \in \mathcal{E}_{2} \tag{II.3}
\end{equation*}
$$

$$
\begin{equation*}
V_{e}^{\gamma} \in C^{r}\left(\mathbb{R}^{2}\right) \tag{II.4}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{p}^{\alpha} V_{e}^{\gamma}\right|_{p}\left(\mathbf{x}_{p, 1}\right)=0, \gamma \in J_{5}, p \in \mathcal{P} \tag{II.5}
\end{equation*}
$$

(III) For $t_{i}(\mathbf{v}) \in \mathcal{T}$, and $\gamma \in J_{\mathbf{v}, i}$, let $V_{t_{i}(\mathbf{v})}^{\gamma}$ be a piecewise polynomial function satisfying the following requirements:

$$
\begin{equation*}
D^{\alpha} V_{t_{i}(\mathbf{v})}^{\gamma}=0, \alpha \in J_{1}, \mathbf{u} \in \mathcal{V} \tag{III.1}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{t_{k}(\mathbf{u})}^{\alpha} V_{t_{i}(\mathbf{v})}^{\gamma}\right|_{t_{k}(\mathbf{u})}(\mathbf{u})=\delta_{\alpha, \gamma} \delta_{t_{k}(\mathbf{u}), t_{i}(\mathbf{v})}, \alpha \in J_{\mathbf{u}, k}, t_{k}(\mathbf{u}) \in \mathcal{T} \tag{III.2}
\end{equation*}
$$

(III.3) ${ }_{1}$

$$
\left.D_{d}^{\alpha} V_{t_{i}(\mathbf{v})}^{\gamma}\right|_{\left\langle\mathbf{x}_{d, 1}, \mathbf{x}_{d, 2}, \mathbf{x}_{d, 3}, \mathbf{x}_{d, 4}\right\rangle}\left(\mathbf{x}_{d, 1}\right)=0, \alpha \in J_{d}, d \in \mathcal{E}_{1} ;
$$

(III.3) ${ }_{2}$

$$
\left.D_{d}^{\alpha} V_{t_{i}(\mathbf{v})}^{\gamma}\right|_{\left\langle\mathbf{x}_{d, 1}, \mathbf{x}_{d, 2}, \mathbf{x}_{d, 3}\right\rangle}\left(\mathbf{x}_{d, 1}\right)=0, \alpha \in J_{d}, d \in \mathcal{E}_{2}
$$

$$
\begin{gather*}
V_{t_{i}(\mathbf{v})}^{\gamma} \in C^{r}\left(\mathbb{R}^{2}\right)  \tag{III.4}\\
\left.D_{p}^{\alpha} V_{t_{i}(\mathbf{v})}^{\gamma}\right|_{p}\left(\mathbf{x}_{p, 1}\right)=0, \alpha \in J_{5}, p \in \mathcal{P} . \tag{III.5}
\end{gather*}
$$

(IV) For each $p \in \mathcal{P}, \gamma \in J_{5}$, let $V_{p}^{\gamma}$ be a piecewise polynomial function with support $p$ satisfying the following requirements:

$$
\begin{equation*}
D^{\alpha} V_{p}^{\gamma}(\mathbf{u})=0, \alpha \in D_{1}, \mathbf{u} \in \mathcal{V} \tag{IV.1}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{t_{j}(\mathbf{u})}^{\alpha} V_{p}^{\alpha}\right|_{t_{j}(\mathbf{u})}(\mathbf{u})=0, \alpha \in J_{\mathbf{u}, j}, t_{j}(\mathbf{u}) \in \mathcal{T} \tag{IV.2}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{e}^{\alpha} V_{p}^{\alpha}\right|_{\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 3}, \mathbf{x}_{e, 4}\right\rangle}\left(\mathbf{x}_{e, 1}\right)=0, \alpha \in J_{e}, e \in \mathcal{E}_{1} ; \tag{IV.3}
\end{equation*}
$$

(IV.3) ${ }_{2}$

$$
\left.D_{e}^{\alpha} V_{p}^{\alpha}\right|_{\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e}, 3\right\rangle}\left(\mathbf{x}_{e, 1}\right)=0, \alpha \in J_{e}, e \in \mathcal{E}_{2}
$$

$$
\begin{gather*}
V_{p}^{\gamma} \in C^{r}\left(\mathbb{R}^{2}\right) ;  \tag{IV.4}\\
D_{q}^{\alpha} V_{p}^{\gamma}\left(\mathbf{x}_{p, 4}\right)=\delta_{\alpha, \gamma} \delta_{p, q}, \quad \alpha \in J_{5}, q \in \mathcal{P} .
\end{gather*}
$$

The construction procedure of these vertex splines can be described in the following four steps. Let $V$ stand for one of the above vertex spline and $\delta=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle$ or $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle$ be an arbitrary patch of $\triangle$.

Step 1. Determination of $B$-net indexed in part $I$.
The B-nets of $\left.V\right|_{\delta}$ indexed in $A_{i}^{3 r+2} J_{1}$ (or $B_{i}^{3 r+2} J_{1}$ ) are simply zero when $V$ is required to satisfy $D^{\alpha} V\left(\mathbf{x}_{i}\right)=0$. When $V(\mathbf{x})$ is required to satisfy $D^{\alpha} V\left(\mathbf{x}_{i}\right)=\delta_{\alpha, \gamma}$, we first convert the partial derivatives $D^{\alpha}$ at $\mathbf{x}_{i}$ into directional derivatives related to the patch at $\mathbf{x}_{i}$ and then use the resulting information $\left.D_{\delta\left(\mathbf{x}_{i}\right)}^{\beta} V\right|_{\delta}\left(\mathbf{x}_{i}\right)$ to find the B-net of $\left.V\right|_{\delta}$ with underlying indices in $A_{i}^{3 r+2} J_{1}$ (or $B_{i}^{3 r+2} J_{1}$ ).

Step 2. Determination of $B$-net indexed in part II.
Case 1: Suppose that $\delta$ is not one-sided singular nor two-sided singular at $\mathbf{x}_{i}$. Then we directly apply the requirement (I.2), (II.2), (III.2), or (IV.2) to obtain the portion of the B-net of $\left.V\right|_{\delta}$ with indices in $A_{i}^{3 r+2} J_{2}$ (or $B_{i}^{3 r+2} J_{2}$ ).

Case 2: Suppose that $\left[\mathbf{x}_{i}, \mathbf{x}_{k}\right]$ is singular or near-singular at $\mathbf{x}_{i}$ but $\left[\mathbf{x}_{i}, \mathbf{x}_{j}\right]$ is not, where $\mathbf{x}_{i}, \mathbf{x}_{j}, \mathbf{x}_{k}$ is an rearrangement in counterclockwise of $\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}$, or $\mathbf{x}_{i}$ is a singular or near singular vertex such that $\delta \neq T_{\mathbf{x}_{i}, 1}$. We will obtain the portion of the B-net of $\left.V\right|_{\delta}$ with indices in $A_{i}^{3 r+2} J_{2}$ (or $B_{i}^{3 r+2} J_{2}$ ) by using the smoothness conditions, Lemmas $2.2,2.7$, or 2.13 from the corresponding portion of the B-net of $V_{\delta^{\prime}}$, where $\delta^{\prime}$ is the neighboring patch sharing $\left[\mathbf{x}_{i}, \mathbf{x}_{k}\right]$ with $\delta$ as the common edge.

Case 3: Suppose that $\delta$ is a two-sided singular at $\mathbf{x}_{i}$, or $\mathbf{x}_{i}$ is a singular vertex and $\delta=T_{\mathbf{x}_{i}, 1}$. We directly apply the requirement (I.2), (II.2), (III.2) or (IV.2) to obtain the portion of B-net of $\left.V\right|_{\delta}$ indexed in $A_{i}^{3 r+2} J_{2}$ (or $B_{i}^{3 r+2} J_{2}$ ) by using Lemmas 2.6, 2.11, 2.12, 2.17, 2.18 and 2.19.

Step 3. Determination of B-net indexed in part III $\mathcal{G}$ IV
Case 1: Suppose that $\left[\mathbf{x}_{i}, \mathbf{x}_{j}\right]$ is a boundary edge. Then the Bézier coefficients of $\left.V\right|_{\delta}$ with indices in the one-third portion of parts III and IV closest to $\left[\mathbf{x}_{i}, \mathbf{x}_{j}\right]$ (as shown in Figure 2.18 for case $\mathrm{r}=5$ and $\mathrm{d}=17$ and edge $\left[\mathrm{x}_{1}, \mathbf{x}_{3}\right]$ on the triangle $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle$ ) are obtained by applying the requirements in (I.3), (II.3), (III.3), or (IV.3).

Case 2: Suppose that the edge $\left[\mathbf{x}_{i}, \mathbf{x}_{k}\right]$ is singular or near-singular at $\mathbf{x}_{i}$ but $\left[\mathbf{x}_{i}, \mathbf{x}_{j}\right]$ is not, where $\left\{\mathbf{x}_{i}, \mathbf{x}_{j}, \mathbf{x}_{k}\right\}$ is a rearrangement of $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\}$ in the counterclockwise orientation, or suppose that $\mathbf{x}_{i}$ is a singular or near singular vertex such that $\delta \neq T_{\mathbf{x}_{i}, 1}$. Then we determine the one-half portion of the B-coefficients of $\left.V\right|_{\delta}$ with indices in
$A_{i}^{3 r+2} J_{4} \cup A_{i}^{3 r+2} J_{4}^{*}$ closest to $\left[\mathbf{x}_{i}, \mathbf{x}_{k}\right]$ (e.g., $a_{(8,3,6)}, a_{(8,2,7)}, a_{(7,4,6)}$ for case $r=5$ and $d=17$ in Figure 2.18) by using the smoothness conditions, Lemma 2.1, or Lemma 2.5 from the corresponding portion of the Bézier coefficients of $\left.V\right|_{\delta^{\prime}}$, where $\delta^{\prime}$ is the neighboring triangle of $\delta$ with $\left[\mathbf{x}_{i}, \mathbf{x}_{k}\right]$ as the common edge. The other half-portion will be determined in Case 5 .

Case 3: Suppose that $\left[\mathbf{x}_{i}, \mathbf{x}_{j}\right]$ is singular or near-singular at $\mathbf{x}_{i}$ but $\left[\mathbf{x}_{i}, \mathbf{x}_{k}\right]$ is not, where $\left\{\mathbf{x}_{i}, \mathbf{x}_{j}, \mathbf{x}_{k}\right\}$ is a rearrangement of $\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\}$ in the counterclockwise orientation, or suppose that $\mathbf{x}_{i}$ is a singular or near singular vertex such that $\delta \neq T_{\mathbf{x}_{i}, 1}$. Then we may directly apply the requirements in (I.2), (II.2), (III.2), or (IV.2) to obtain the one-half portion of the Bézier coefficients of $\left.V\right|_{\delta}$ with indices in $A_{i}^{3 r+2} J_{4} \cup A_{i}^{3 r+2} J_{4}^{*}$ (or $\left.B_{i}^{3 r+2}\left(J_{4} \cup J_{4}^{*}\right)\right)$ closest to $\left[\mathbf{x}_{i}, \mathbf{x}_{j}\right]$. The other one-half portion will again be determined in Case 5 .

Case 4: Suppose that $\delta$ is two-sided singular at $\mathbf{x}_{i}$, or $\mathbf{x}_{i}$ is a singular vertex and $\delta=T_{\mathbf{x}_{i}, 1}$, or suppose that $\mathbf{x}_{i}$ is a near-singular vertex and $\delta=T_{\mathbf{x}_{i}, 1}$. In this case, we may directly apply (I.2), (II.2), or (III.2) or (IV.2) to obtain the portion of the Bézier coefficients of $\left.V\right|_{\delta}$ with indices in $A_{i}^{3 r+2} J_{4} \cup A_{i}^{3 r+2} J_{4}^{*}$ (or $B_{i}^{3 r+2}\left(J_{4} \cup J_{4}^{*}\right.$.)

Case 5: This is the remaining case. To determine the remaining Bézier coefficients of $\left.V\right|_{\delta}$ with indices in parts III and IV, we need to use all of (I.3) and (I.4), or (II.3) and (II.4), or (III.3) and (III.4), or (IV.3) and (IV.4) and apply Lemma 2.4 or Lemma 2.5, Lemma 2.9 or Lemma 2.10, Lemma 2.15, Lemma 2.16 accordingly. Let us illustrate with the following example. Consider $r=5, d=17$, and consider the edge $e=\left[\mathbf{x}_{1}, \mathbf{x}_{3}\right]$ and the requirements in (I.3). We only discuss the case where $e$ is not singular nor near singular edge at either $\mathbf{x}_{1}$ or $\mathbf{x}_{3}$. Let $\delta^{\prime}$ be the patch of $\triangle$ with $e$ as the common edge of $\delta$ and $\delta^{\prime}$. When both $\delta$ and $\delta^{\prime}$ are triangles, this case was illustrated in [37]. Hence, we may assume that $\delta^{\prime}$ is a parallelogram. (see Figure 2.18.) Then the B-coefficients $a_{\alpha}$ of $\left.V\right|_{\delta}$ and $b_{\beta}$ of $\left.V\right|_{\delta^{\prime}}$, where $\alpha \in\{(8,1,8),(8,2,7),(7,2,8),(8,3,6),(7,3,7),(6,3,8),(7,4,6),(6,4,7),(6,5,6)\}$ and $\beta \in\{(1,8),(1,9), 2,7),(2,8),(2,9),(2,10)\} \cup\{(i, j): 3 \leq i \leq 5,6 \leq j \leq 11\}$, are to be determined. Since the B-coefficients of $\left.V\right|_{\delta}$ and $\left.V\right|_{\delta^{\prime}}$ in part I have already been determined, we may first apply one of the requirements in (I.3) to obtain $a_{(8,1,8)}$. Then, $b_{(1,8)}$ and $b_{(1,9)}$ are obtained by applying Lemma 2.7 and using the corresponding Bcoefficients $a_{\alpha}^{\prime} s$. Then we may apply Lemma 2.9 with $a_{(8,0,4)+\alpha},|\alpha|=5$ and $b_{(0,4)+\beta}$, $|\beta|=\beta_{1}+\beta_{2}=5$ and $l=1$ (cf. the B-coefficients inside the dotted quadrilateral indicated in Figure 2.18) to obtain $a_{(8,2,7)}, a_{(8,3,6)}$ and $b_{(2,7)}, b_{(3,6)}$. Also, $a_{(7,2,8)}, a_{(6,3,8)}$ and $b_{(2,10)}, b_{(3,11)}$ are obtained in a similar manner. Next we again use the requirements in (I.3) to obtain $a_{(7,3,7)}$, and then $b_{(2,8)}, b_{(2,9)}, b_{(3,7)}, b_{(3,8)}, b_{(3,9)}$, and $b_{(1,10)}$ by
applying Lemma 2.7 and using the corresponding B-coefficients of $\left.V\right|_{\delta}$. By applying Lemma 2.9 again with $a_{(7,0,5)+\alpha},|\alpha|=5$, and $b_{(0,5)+\beta},|\beta|=5$ and and $l=0$, we may now determine $a_{(7,4,6)}$ and $b_{(4,6)}$. Similarly, $a_{(6,4,7)}$ and $b_{(4,11)}$ are obtained by using Lemma 2.9. Finally, $a_{(6,5,6)}$ is obtained by using (I.3) once more, and hence, $b_{(5,6)}, b_{(5,7)}, b_{(5,8)}, b_{(5,9)}, b_{(5,10)}$ and $b_{(5,11)}$ are determined by applying Lemma 2.7 and using the corresponding Bézier net of $\left.V\right|_{\delta}$. Of course, when $\left[\mathbf{x}_{1}, \mathbf{x}_{3}\right]$ is a singular or near-singular edge at $\mathbf{x}_{1}$ or $\mathbf{x}_{3}$, we have to modify the above procedure accordingly by using Lemma 2.10 instead of Lemma 2.9. Similarly, where both $\delta$ and $\delta^{\prime}$ are parallelograms, the B-coefficients of $V$ with indices in parts III and IV can de determined also. This method is valid for any $r \geq 1$ in general.


Figure 2.18 Illustration of the construction of vertex splines on a mixed partition

Step 4. Determination of $B$-net indexed in part $V$.
We use (I.5), or (II.5), or (III.5), or (IV.5) to determine B-coefficients in part V of $V(\mathbf{x})$ on each parallelogram in $\mathcal{P}$.

From their specifications and the basic construction steps above, we know that
these vertex splines are in $\widehat{S}_{3 r+2}^{r}$. And we also know that the support of $V_{\mathbf{v}}^{\gamma}$ is the union of all patches sharing $\mathbf{v}$, that of $V_{e}^{\gamma}$ is all patches sharing $e$ and that of $V_{p}^{\gamma}$ is the parallelogram $p$. The support $S_{\mathbf{v}, i}$ of $V_{t_{i}(\mathbf{v})}^{\gamma}$ is given as follows: Suppose $t_{i}(\mathbf{v})=T_{\mathbf{v}, j}$.
$S_{\mathbf{v}, i}= \begin{cases}\cup_{k=1}^{4} T_{\mathbf{v}, k} & \text { if } \mathbf{v} \text { is a singular vertex and } t_{i}(\mathbf{v})=T_{\mathbf{v}, 1} ; \\ T_{\mathbf{v}, j-1} \cup T_{\mathbf{v}, j} \cup T_{\mathbf{v}, j+1} & \text { if } t_{i}(\mathbf{v}) \text { is neither a one-sided nor a two-sided } \\ \cup_{k=j-2}^{j+2} T_{\mathbf{v}, k} & \text { singular patch relative to } \mathbf{v} ; \\ \cup_{k=j-1}^{j+2} T_{\mathbf{v}, k} & \text { if } t_{i}(\mathbf{v}) \text { is a two-sided singular patch relative to } \mathbf{v} ; \\ & \text { if } t_{i}(\mathbf{v}) \text { is a one-sided singular patch with singular } \\ & \text { edge }\left\langle\mathbf{v}, \mathbf{x}_{\mathbf{v}, j+1}\right\rangle .\end{cases}$
From the construction procedure, we may see that with the exception of the one supported on the union of triangles with a near-singular vertex as the common vertex, all vertex splines are bounded by the constant

$$
\begin{aligned}
b:= & \text { the maximum of the ratios of the areas of } \\
& \text { any two adjacent patches of } \triangle \text { sharing a common edge. }
\end{aligned}
$$

But those vertex splines which are supported on the union of all triangles sharing a near-singular vertex have to be dependent on the constant $\eta$, where

$$
\eta:=\min \left\{\frac{\left|\left\langle\mathbf{x}_{\mathbf{v}, 1}, \mathbf{v}, \mathbf{x}_{\mathbf{v}, 3}\right\rangle\right|}{\left|T_{\mathbf{v}, i}\right|}, \frac{\left|\left\langle\mathbf{x}_{\mathbf{v}, 2}, \mathbf{v}, \mathbf{x}_{\mathbf{v}, 4}\right\rangle\right|}{\left|T_{\mathbf{v}, i}\right|}: i=1,2,3,4\right\}
$$

which measures the near-singularity of $\triangle$. Here the minimum is taken over all nearsingular vertices $\mathbf{v}$ and $\left|T_{\mathbf{v}, i}\right|$ denotes the area of triangle $T_{\mathbf{v}, i}$ and so do $\left|\left\langle\mathbf{x}_{\mathbf{v}, 1}, \mathbf{v}, \mathbf{x}_{\mathbf{v}, 3}\right\rangle\right|$ and $\left|\left\langle\mathbf{x}_{\mathbf{v}, 2}, \mathbf{v}, \mathbf{x}_{\mathbf{v}, 4}\right\rangle\right|$.

Examples of vertex splines in $\widehat{S}_{5}^{1}, \widehat{S}_{8}^{2}$ based on triangulation were already given in [36, 37, 39, 40]. Examples of vertex spline $\widehat{S}_{5}^{1}$ on a mixed grid partition will be given in Appendix as well as their graphs.

### 2.5. An Approximation Formula and Its Approximation Power

One of our main objectives is to construct an approximation formula, based on fundamental vertex splines we constructed in the previous section, which realizes the full approximation order of the spline space $S_{d}^{r}(\triangle)$, where $d \geq 3 r+2$. In order to do so, consider the linear operator $L$ defined as follows:

$$
\begin{align*}
L f= & \sum_{\mathbf{v} \in \mathcal{V}} \sum_{\gamma \in J_{1}} D^{\gamma} f(\mathbf{v}) V_{\mathbf{v}}^{\gamma}+\sum_{e \in \mathcal{E}} \sum_{\gamma \in J_{e}} D_{e}^{\gamma} f\left(\mathbf{x}_{e, 1}\right) V_{e}^{\gamma}  \tag{2.5.1}\\
& +\sum_{t_{i}(\mathbf{v}) \in \mathcal{T}} \sum_{\gamma \in J_{\mathbf{v}, i}} D_{t_{i}(\mathbf{v})}^{\gamma} f(\mathbf{v}) V_{t_{i}(\mathbf{v})}^{\gamma}+\sum_{p \in \mathcal{P}} \sum_{\gamma \in J_{5}} D_{p}^{\gamma} f\left(\mathbf{x}_{p, 1}\right) V_{p}^{\gamma}
\end{align*}
$$

where $f$ is a sufficiently smooth function. We are now able to establish the following results.

PROPOSITION 2.5. $L f=f$ for any polynomial $f$ of total degree $\leq 3 r+2$.
Proof. Let $n$ be the number of patches in $\triangle$. We use induction on $n$ to prove this result. For $n=1, L$ is an interpolation operator based on $\delta$, the only patch (triangle or parallelogram) of $\triangle$. Since the interpolation conditions associated with each vertex of $\delta$ satisfy the assumptions of Propositions 2.2 or 2.4 , we know that $L f=f$ for all $f \in \pi_{3 r+2}$. Suppose that the proposition holds for $m=\#\{\delta: \delta \in \triangle\}$. Let $\#\left\{\delta: \delta \in \triangle^{\prime}\right\}=m+1$ with $\triangle^{\prime}=\triangle \cup\left\{\delta_{m+1}\right\}$ of $\delta^{\prime}$. By relabeling if necessary, assume that $\delta_{m+1}$ is on the boundary, i.e., $\delta_{m+1}$ has at least one interior edge, and for the time being, assume that it has only one interior edge $\left[\mathbf{y}_{1}, \mathbf{y}_{2}\right]$. First, if $\delta_{m+1}=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}\right\rangle$ is a triangle, we note that the uniqueness in Lemmas 2.4 and 2.9 and the other interpolation conditions imply $D_{\mathbf{y}_{2}-\mathbf{y}_{1}}^{\alpha_{1}} D_{\mathbf{y}_{3}-\mathbf{y}_{1}}^{\alpha_{2}} L f\left(\mathbf{y}_{1}\right)=D_{\mathbf{y}_{2}-\mathbf{y}_{1}}^{\alpha_{1}} D_{\mathbf{y}_{3}-\mathbf{y}_{1}}^{\alpha_{2}} f\left(\mathbf{y}_{1}\right),\left(\alpha_{1}, \alpha_{2}\right) \in$ $J_{4}$ and $D_{\mathbf{y}_{1}-\mathbf{y}_{2}}^{\alpha_{1}} D_{\mathbf{y}_{3}-\mathbf{y}_{2}}^{\alpha_{2}} L f\left(\mathbf{y}_{2}\right)=D_{\mathbf{y}_{1}-\mathbf{y}_{2}}^{\alpha_{1}} D_{\mathbf{y}_{3}-\mathbf{y}_{2}}^{\alpha_{2}} f\left(\mathbf{y}_{2}\right),\left(\alpha_{1}, \alpha_{2}\right) \in J_{4}$ and the smoothness conditions of across the edge $\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}\right\rangle$ can be rewritten as appropriate interpolation conditions (directional derivatives interpolating $f$ at $\mathbf{y}_{1}$ and $\mathbf{y}_{2}$ by Lemmas 2.3 and 2.8.) Thus we know $\left.L_{\Delta^{\prime}} f\right|_{\Delta}=L_{\delta} f,\left.L_{\Delta^{\prime}} f\right|_{\delta_{m+1}}=L_{\delta_{m+1}} f$ where $L_{\Delta} f, L_{\Delta^{\prime}} f$ and $L_{\delta_{m+1}} f$ are the linear operators based on mixed grid partition $\triangle, \triangle^{\prime}, \delta_{m+1}$, respectively. By the induction hypothesis, we have $\left.L_{\Delta^{\prime}} f\right|_{\Delta}=f$ on $\Delta$ and $\left.L_{\Delta^{\prime}} f\right|_{\delta_{m+1}}=f$ on $\delta_{m+1}$. Secondly, if $\delta_{m+1}$ is a parallelogram, the argument is as same as above. Hence, $L f=f$ on $\triangle^{\prime}$. The proof is similar if $\delta_{m+1}$ contains two or three interior edges. Therefore, we have established this result.

The above result can be improved if we interpret the directional derivatives in the definition of $L$ properly. Consider

$$
\begin{aligned}
L f= & \sum_{\mathbf{v} \in \mathcal{V}} \sum_{\gamma \in J_{1}} D^{\gamma} f(\mathbf{v}) V_{\mathbf{v}}^{\gamma}+\left.\sum_{e \in \mathcal{E}_{1}} \sum_{\gamma \in J_{e}} D_{e}^{\gamma} f\right|_{\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 3}, \mathbf{x}_{e, 4}\right\rangle}\left(\mathbf{x}_{e, 1}\right) V_{e}^{\gamma} \\
& +\left.\sum_{e \in \mathcal{E}_{2}} \sum_{\gamma \in J_{e}} D_{e}^{\gamma} f\right|_{\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 3}\right\rangle}\left(\mathbf{x}_{e, 1}\right) V_{e}^{\gamma} \\
& +\left.\sum_{t_{i}(\mathbf{v}) \in \mathcal{T} \mathcal{T}} \sum_{\gamma \in J_{\mathbf{v}, i}} D_{t_{i}(\mathbf{v})}^{\gamma} f\right|_{t_{i}(\mathbf{v})}(\mathbf{v}) V_{t_{i}(\mathbf{v})}^{\gamma} \\
& +\left.\sum_{p \in \mathcal{P}} \sum_{\gamma \in J_{5}} D_{p}^{\gamma} f\right|_{\left\langle\mathbf{x}_{p, 1}, \mathbf{x}_{p, 2}, \mathbf{x}_{p, 3}, \mathbf{x}_{p, 4}\right\rangle}\left(\mathbf{x}_{p, 1}\right) V_{p}^{\gamma} .
\end{aligned}
$$

Then we have the following proposition.
PROPOSITION 2.6. $L f=f$ for any function $f \in \widehat{S}_{3 r+2}^{r}$.
Proof. Let $f_{1}=L f-f$. Then $f_{1} \in \widehat{S}_{3 r+2}^{r}$ and $f_{1}$ satisfies

$$
\begin{gathered}
D^{\alpha} f_{1}(\mathbf{v})=0, \quad \alpha \in J_{1}, \mathbf{v} \in \mathcal{V} ; \\
\left.D_{e}^{\alpha} f_{1}\right|_{\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 3}, \mathbf{x}_{e, 4}\right\rangle}\left(\mathbf{x}_{e, 1}\right)=0, \alpha \in J_{e}, e \in \mathcal{E}_{1} ; \\
\left.D_{e}^{\alpha} f_{1}\right|_{\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e}, 3\right.}\left(\mathbf{x}_{e, 1}\right)=0, \alpha \in J_{e}, e \in \mathcal{E}_{2} ; \\
\left.D_{t_{i}(\mathbf{v})}^{\alpha} f_{1}\right|_{t_{i}(\mathbf{v})}(\mathbf{v})=0, \alpha \in J_{\mathbf{v}, i}, t_{i}(\mathbf{v}) \in \mathcal{T} ;
\end{gathered}
$$

and

$$
D_{p}^{\alpha} f_{1}\left(\mathbf{x}_{p, 4}\right)=0, \quad \alpha \in J_{5}, p \in \mathcal{P} .
$$

By using the argument in the proof of Proposition 2.5, we conclude that $f_{1} \equiv 0$ on $\triangle$.

Consequently, we have
THEOREM 2.1. The collection

$$
\begin{aligned}
\mathcal{B}: & =\left\{V_{\mathbf{v}}^{\gamma}: \mathbf{v} \in \mathcal{V}, \gamma \in J_{1}\right\} \cup\left\{V_{e}^{\gamma}: \gamma \in J_{e}, e \in \mathcal{E}_{1} \cup \mathcal{E}_{2}\right\} \\
& \cup\left\{V_{t_{i}(\mathbf{v})}^{\gamma}: \gamma \in J_{\mathbf{v}, i}, t_{i}(\mathbf{v}) \in \mathcal{T}\right\} \cup\left\{V_{p}^{\gamma}: \gamma \in J_{5}, p \in \mathcal{P}\right\}
\end{aligned}
$$

is a basis of $\widehat{S}_{3 r+2}^{r}(\triangle)$.
Proof. It is clear that $\mathcal{B} \subset \widehat{S}_{3 r+2}^{r}(\triangle)$ and that $\mathcal{B}$ is a linear independent set. By Proposition 2.6 above, it also spans $\widehat{S}_{3 r+2}^{r}(\triangle)$, and is therefore a basis.

We now consider the approximation power of this linear operator $L$. We need more notations. A space $S$ has approximation order $m$ if $m$ is the largest integer such that

$$
\operatorname{dist}(f, S) \leq \operatorname{const}_{f}|\triangle|^{m}
$$

with the meshsize

$$
|\triangle|:=\sup _{\delta \in \triangle} \text { diameter } \delta,
$$

holds for all sufficiently smooth function $f$, where the distance between functions is measured in the uniform-norm in $G \subset \cup\{\delta: \delta \in \triangle\}$. For $f \in C^{k}(G)$, denote

$$
\left\|D^{k} f\right\|_{k}=\max _{|\alpha|=k}\left\|D^{\alpha} f\right\|_{L^{\infty}(G)} .
$$

We also need a lemma which is borrowed from [39].
LEMMA 2.20 There exist a constant $C$ such that

$$
\|\mid \widehat{\mathbf{v}}\| \|_{k+m} \leq C\left(\sum_{j=1}^{m}|\widehat{\mathbf{v}}|_{k+j}\right) \quad \text { for all } \hat{\mathbf{v}} \in C^{k+m} / \pi_{k}
$$

where $|\mathbf{v}|_{k+j}=\sum_{|\alpha|=k+j}\left\|D^{\alpha} \mathbf{v}\right\|_{\infty},\|\mathbf{v}\|_{k+j}=\sum_{|\alpha| \leq k+j}\left\|D^{\alpha} \mathbf{v}\right\|_{\infty}$ and $\|\mathbf{v}\| \|_{k+m}=$ $\inf \left\{\|\mathbf{v}+p\|_{k+m}, p \in \pi_{k}\right\}$.

We are now ready to prove the following theorem
THEOREM 2.2. Let $d \geq 3 r+2$. There exist a linear operator $L$ with range $\widehat{S}_{d}^{r}$ such that

$$
\begin{equation*}
\|L f-f\| \leq C_{f}|\triangle|^{d+1} \tag{2.5.2}
\end{equation*}
$$

for all sufficiently smoothness function $f$, where $C_{f}$ is a constant independent of $|\triangle|$. Consequently,

$$
\begin{equation*}
\operatorname{dist}\left(f, \widehat{S}_{k}^{r, r+l}\right) \leq C \max _{1 \leq j \leq 2 k}\left\|D^{d+j} f\right\| \|\left.\triangle\right|^{d+1} \tag{2.5.3}
\end{equation*}
$$

for $0 \leq l \leq[(d-2 r-1) / 2]$. In particular, for $d=3 r+2, L$ can be chosen to be $(*)$.
Remark. It should be emphasized that the constant $C$ depends on the geometry of the partition $\triangle$. As a consequence of the usage of Lemmas 2.1-2.19 in the construction procedure of fundamental vertex splines, $C$ depends on $b$ which is the largest ratio of the areas of any two neighboring patches of $\triangle$ and also depends on the measurement $\eta$ of the near-singularity of $\triangle$ when $d<4 r+1$. (cf. $\S 2.4$ for the definition of $\eta$.)

Proof. For $d \geq 4 r+1$, this theorem was proved in [39]. In the following, we only consider $d=3 r+2$, since a similar argument yields the desired result for $3 r+2<$ $d<4 r+1$. Fix a point $\mathbf{x} \in G$ and consider a linear functional

$$
F(f)=L f(\mathbf{x})-f(\mathbf{x}) .
$$

It is easy to see that $F$ satisfies the following:
(i) $|F(f)| \leq K_{1} \sum_{j=0}^{6 r+4}| | D^{j} f|\| \Delta|^{j}$ and
(ii) $F(p)=0$ for all $p \in \pi_{3 r+2}$.

Indeed, (ii) follows from Proposition 2.5. As for (i), if $|\triangle|=1$, it follows that $|F(f)| \leq$ $K_{1} \sum_{j=0}^{6 r+4}\left\|D^{j} f\right\|$ from the construction of fundamental vertex splines in $\S 2.4$; if $|\triangle|<$ 1, by simply letting $\tilde{f}(y)=f(|\triangle| y)$ and $\tilde{R}=\{y,|\triangle| y \in R\}$, we can see that the maximum of the diameters of all patches of $\tilde{R}$ induced from that of $R$ is 1 and

$$
|F(f)|=|\tilde{F}(\tilde{f})| \leq K_{1} \sum_{j=0}^{6 r+4}\left\|D^{j} \tilde{f}\right\|=K_{1} \sum_{j=0}^{6 r+4}\left\|D^{j} f|\| \Delta|^{j}\right.
$$

For $|\triangle|=1$, clearly,

$$
\begin{aligned}
|F(f)| & =|F(f+p)| \leq K_{1} \sum_{j=0}^{6 r+4}\left\|D^{j}(f+p)\right\| \\
& \leq K_{1} \sum_{j=0}^{6 r+4}|f+p|_{j} \\
& =K_{1}\|f+p\|_{6 r+4},
\end{aligned}
$$

for any $p \in \pi_{3 r+2}$. It follows that

$$
|F(f)| \leq K_{1} \mid\|f\|_{6 r+4}
$$

By Lemma 2.20,

$$
\begin{aligned}
|F(f)| & \leq K_{1}\left|\left\|\left.f\left|\|_{6 r+4}=K_{2} \sum_{j=1}^{3 r+2}\right| f\right|_{3 r+2+j}\right.\right. \\
& \leq C \max _{1 \leq j \leq 3 r+2}\left\|D^{3 r+2+j} f\right\|_{\infty}
\end{aligned}
$$

For $|\triangle|<1$, we consider $\tilde{f}(y)=f(|\triangle| y)$, and $\tilde{R}=\{y:|\triangle| y \in R\}$ again and apply the same argument with $\tilde{f}$ instead of $f$ as above. This completes the proof of (2.5.2) for $d=3 r+2$. Consequently, for $0 \leq l \leq[(r+1) / 2]$

$$
\begin{aligned}
& \operatorname{dist}\left(f, S_{3 r+2}^{r, r+l}\right) \leq \operatorname{dist}\left(f, S_{3 r+2}^{r, r+[(r+1) / 2]}\right) \\
& \leq C \max _{1 \leq j \leq 3 r+2}\left\|D^{3 r+2+j} f\right\|_{\infty}|\triangle|^{3 r+3}
\end{aligned}
$$

which is (2.5.3) for $d=3 r+2$.

## 3. TRIVARIATE VERTEX SPLINES

### 3.1. Polynomial Representations

The region $R \subset \mathbb{R}^{3}$ of interest is assumed to have been partitioned into patches (tetrahedra, prisms, and parallelepipeds) in this part. As in part I, we will use barycentric coordinates rather than the usual Cartesian coordinates. Thus, we will use Bforms to express each polynomial piece of any spline defined on the patches of $R$. The following is an introduction to B-forms of polynomials and their notations.

For a tetrahedron $T_{1}=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle$, where $\mathbf{x}_{i} \in \mathbb{R}^{3}, i=1,2,3,4$, any $\mathbf{x}=$ $\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3}$ may be identified by

$$
\begin{equation*}
\mathbf{x}=\sum_{i=1}^{4} \lambda_{i} \mathbf{x}_{i} \quad \text { and } \sum_{i=1}^{4} \lambda_{i}=1 \tag{3.1.1}
\end{equation*}
$$

In fact, if we consider the signed volume

$$
\operatorname{vol}\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle=\frac{1}{3!}\left|\begin{array}{cccc}
1 & x_{11} & x_{12} & x_{13} \\
1 & x_{21} & x_{22} & x_{23} \\
1 & x_{31} & x_{32} & x_{33} \\
1 & x_{41} & x_{42} & x_{43}
\end{array}\right|
$$

of the convex hull $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle=\left\{\sum_{i=1}^{4} \lambda_{i} \mathbf{x}_{i}: \sum_{i=1}^{4} \lambda_{i}=1, \lambda_{i} \geq 0\right\}$, then it is clear that

$$
\begin{equation*}
\lambda_{i}=\lambda_{i}(\mathbf{x})=\frac{\operatorname{vol}\left\langle\mathbf{x}_{1}, \cdots, \mathbf{x}_{i-1}, \mathbf{x}, \mathbf{x}_{i+1}, \cdots, \mathbf{x}_{4}\right\rangle}{\operatorname{vol}\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle}, \quad i=1,2,3,4 . \tag{3.1.2}
\end{equation*}
$$

This 4-tuple $\lambda=\left(\lambda_{1}(\mathbf{x}), \cdots, \lambda_{4}(\mathbf{x})\right)$ is called the barycentric coordinate of $\mathbf{x}$ relative to $T_{1}$. For any $\beta \in \mathbb{Z}_{+}^{4}$ with $|\beta|=\beta_{1}+\beta_{2}+\beta_{3}+\beta_{4}$, let

$$
\begin{equation*}
\Phi_{\beta}(\lambda):=\frac{|\beta|!}{\beta!} \lambda^{\beta}=\frac{|\beta|!}{\beta_{1}!\beta_{2}!\beta_{3}!\beta_{4}!}\left(\lambda_{1}\right)^{\beta_{1}}\left(\lambda_{2}\right)^{\beta_{2}}\left(\lambda_{3}\right)^{\beta_{3}}\left(\lambda_{4}\right)^{\beta_{4}} . \tag{3.1.3}
\end{equation*}
$$

Clearly, $\Phi_{\beta}(\lambda)$ is a polynomial of total degree $|\beta|$ since $\lambda_{i}$ is a linear function of $\mathbf{x}, i=1,2,3,4$, by (3.1.2). It is well known that

$$
\left\{\Phi_{\beta}(\lambda):|\beta|=n\right\}
$$

is a basis of the space of polynomials of total degree $\leq n$. Hence, we may uniquely express a polynomial $P_{n}(\mathbf{x})$ of total degree $n$ by using following formulation

$$
\begin{equation*}
P_{n}(\mathbf{x})=\sum_{|\beta|=n} a_{\beta} \Phi_{\beta}(\lambda) \tag{3.1.4}
\end{equation*}
$$

which is called the B-form of polynomial $P_{n}(\mathbf{x})$ with respect to $T_{1}$. Let $\pi_{n}\left(T_{1}\right)$ denote the space all polynomials of total degree $n$. The set

$$
\begin{equation*}
\left\{\left(\sum_{i=1}^{4} \frac{\beta_{i}}{n} \mathbf{x}_{i}, a_{\beta}\right):|\beta|=n\right\} \tag{3.1.5}
\end{equation*}
$$

is called the $B$-net of $P_{n}$ on $T_{1}$ which may be shown in an array on $T_{1}$ as that in Figure 3.1 where a polynomial $P_{5}(\mathbf{x})$ of total degree 5 is considered.


Figure 3.1 The B-net of $P_{5}$

In addition, for each vertex $\mathbf{x}_{i}$ of $T_{1}$, layer $l$ of the B-net attached to $\mathbf{x}_{i}$ is the collection of all coefficients $a_{\beta}$ with $\beta_{i}=n-l$. For an edge $e=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}\right\rangle$, say, layer $l$ of the B-net around $e$ is the collection of all coefficients $a_{\beta}$ with $\beta_{3}+\beta_{4}=l$. Similarly, we may refer to layer $l$ of the B-net around other edges of $T_{1}$. For each facet $f=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle$, say, layer $l$ of the B-net near $f$ is the collection of all coefficients $a_{\beta}$ with $\beta_{4}=l$. We may refer to layer $l$ of the B -net near other facets of $T_{1}$. The $l^{\text {th }}$ core of the B-net of $T_{1}$ is the collection of coefficients $a_{\beta}$ with $\beta_{i} \geq l+1, i=1,2,3,4$.

Next, let $T_{2}=\left\langle\mathbf{y}_{1}, \cdots, \mathbf{y}_{6}\right\rangle$ be a prism with vertices $\mathbf{y}_{i} \in \mathbb{R}^{3}, i=1, \cdots, 6$. Assume that $\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}\right\rangle$ and $\left\langle\mathbf{y}_{4}, \mathbf{y}_{5}, \mathbf{y}_{6}\right\rangle$ are two triangles in $\mathbb{R}^{3}$ and let $\left\langle\mathbf{y}_{1}, \mathbf{y}_{4}\right\rangle\left\|\left\langle\mathbf{y}_{2}, \mathbf{y}_{5}\right\rangle\right\|$ $\left\langle\mathbf{y}_{3}, \mathbf{y}_{6}\right\rangle$ without loss of generality. For each $\mathbf{x} \in T_{2}$, it is clear that $\mathbf{x}$ may be uniquely expressed as

$$
\begin{equation*}
\mathbf{x}=\nu_{1} \mathbf{y}_{1}+\nu_{2} \mathbf{y}_{2}+\nu_{3} \mathbf{y}_{3}+\nu_{4}\left(\mathbf{y}_{4}-\mathbf{y}_{1}\right) \tag{3.1.6}
\end{equation*}
$$

with $\nu_{1}+\nu_{2}+\nu_{3}=1$. Set $\nu=\left(\nu_{1}(\mathbf{x}), \nu_{2}(\mathbf{x}), \nu_{3}(\mathbf{x}), \nu_{4}(\mathbf{x})\right)$. We consider a polynomial $\bar{P}_{n}(\mathbf{x})$ of degree $(n, n)$ in the form of

$$
\begin{equation*}
\bar{P}_{n}(\mathbf{x})=\sum_{\beta \in \bar{\Lambda}_{n}} \bar{a}_{\beta} \bar{\Phi}_{\beta}^{(n, n)}(\nu) \tag{3.1.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\Phi}_{\beta}^{(n, n)}(\nu)=\frac{n!}{\beta_{1}!\beta_{2}!\beta_{3}!} \frac{n!}{\beta_{4}!\left(n-\beta_{4}\right)!}\left(\nu_{1}\right)^{\beta_{1}}\left(\nu_{2}\right)^{\beta_{2}}\left(\nu_{3}\right)^{\beta_{3}}\left(\nu_{4}\right)^{\beta_{4}}\left(1-\nu_{4}\right)^{n-\beta_{4}} \tag{3.1.8}
\end{equation*}
$$

and $\bar{\Lambda}_{n}=\left\{\beta \in \mathbb{Z}_{+}^{4}: \beta_{1}+\beta_{2}+\beta_{3}=n, 0 \leq \beta_{4} \leq n\right\}$. Clearly, $\bar{\Phi}_{\beta}^{(n, n)}(\nu)$ is a polynomial since $\nu_{1}, \nu_{2}, \nu_{3}, \nu_{4}$ are linear functions of $\mathbf{x}$. Let $\pi_{n}\left(T_{2}\right)$ denote the space of all polynomials $\bar{P}_{n}$ in the formulation (3.1.7) which is called the B-form of polynomial $\bar{P}_{n}$ with respect to $T_{2}$. Also, the set

$$
\left\{\left(\sum_{i=1}^{3} \frac{\beta_{i}}{n} \mathbf{y}_{i}+\frac{\beta_{4}}{n}\left(\mathbf{y}_{4}-\mathbf{y}_{1}\right), \bar{a}_{\beta}\right): \beta_{1}+\beta_{2}+\beta_{3}=n, \beta_{4} \leq n\right\}
$$

is called the $B$-net of $\bar{P}_{n}$ on $T_{2}$ which may be shown as an array as in Figure 3.2.


Figure 3.2 The B-net of $\bar{P}_{4}$
In addition, for each vertex $\mathbf{y}_{1}$, say, layer $l$ of the B -net attached to $\mathbf{y}_{1}$ is the collection of coefficients $\bar{a}_{\beta}$ with $\beta_{1}=n-l+\beta_{4}, 0 \leq \beta_{4} \leq l$. Similarly, we may refer to layer $l$ of the B-net of other vertices of $T_{2}$. For each edge $e=\left\langle\mathbf{y}_{1}, \mathbf{y}_{4}\right\rangle$, say, layer $l$ of the B-net around $e$ is the collection of coefficients $\bar{a}_{\beta}$ with $\beta_{1}=n-l$. For edge
$e=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}\right\rangle$, layer $l$ of B-net around the edge $e$ is the collection of all coefficients $\bar{a}_{\beta}$ with $\beta_{3}=l-\beta_{4}, \beta_{4}=0, \cdots, l$. Similarly, we may refer to layer $l$ of the B-net of other edges of $T_{2}$. For a triangular facet $f=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}\right\rangle$, say, layer $l$ of the B-net near $f$ is the collection of all coefficients $\bar{a}_{\beta}$ with $\beta_{4}=l$. For a parallelogram facet $f=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{4}, \mathbf{y}_{5}\right\rangle$, say, layer $l$ of the B-net near $f$ is the collection of all coefficients $\bar{a}_{\beta}$ with $\beta_{3}=l$. Similarly, we may refer to layer $l$ of other facets of $T_{2}$. The $l^{t h}$ core of the B-net on $T_{2}$ is the collection of all coefficients $\bar{a}_{\beta}$ with $\beta_{i} \geq l+1, i=1,2,3$ and $l+1 \leq \beta_{4} \leq n-l-1$.

Now, let $T_{3}=\left\langle\mathbf{z}_{1}, \cdots, \mathbf{z}_{8}\right\rangle$ be a parallelepiped with vertices $\mathbf{z}_{i} \in \mathbb{R}^{3}, i=1$, $\cdots, 8$. Without loss of generality, we may assume that $\left\langle\mathbf{z}_{1}, \mathbf{z}_{2}, \mathbf{z}_{3}, \mathbf{z}_{4}\right\rangle \|\left\langle\mathbf{z}_{5}, \mathbf{z}_{6}, \mathbf{z}_{7}, \mathbf{z}_{8}\right\rangle$, $\left\langle\mathbf{z}_{1}, \mathbf{z}_{2}, \mathbf{z}_{5}, \mathbf{z}_{6}\right\rangle \|\left\langle\mathbf{z}_{3}, \mathbf{z}_{4}, \mathbf{z}_{7}, \mathbf{z}_{8}\right\rangle$, and $\left\langle\mathbf{z}_{1}, \mathbf{z}_{3}, \mathbf{z}_{5}, \mathbf{z}_{7}\right\rangle \|\left\langle\mathbf{z}_{2}, \mathbf{z}_{6}, \mathbf{z}_{6}, \mathbf{z}_{8}\right\rangle$ where each of them is a parallelogram. For any $\mathbf{x} \in \mathbb{R}^{3}, \mathbf{x}$ may be uniquely expressed by

$$
\begin{equation*}
\mathbf{x}=\mathbf{z}_{1}+\mu_{1}\left(\mathbf{z}_{2}-\mathbf{z}_{1}\right)+\mu_{2}\left(\mathbf{z}_{3}-\mathbf{z}_{1}\right)+\nu_{3}\left(\mathbf{z}_{5}-\mathbf{z}_{1}\right) . \tag{3.1.9}
\end{equation*}
$$

Clearly, if $\mathbf{x} \in T_{3}$, then $\mu_{i} \geq 0, i=1,2,3$. Set $\mu=\left(\mu_{1}(\mathbf{x}), \mu_{2}(\mathbf{x}), \mu_{3}(\mathbf{x})\right)$. Consider a polynomial $\tilde{P}_{n}(\mathbf{z})$ in the form of

$$
\begin{equation*}
\tilde{P}_{n}(\mathbf{x})=\sum_{\beta \leq(n, n, n)} \tilde{a}_{\beta} \tilde{\Phi}_{\beta}^{(n, n, n)}(\mu), \tag{3.1.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\Phi}_{\beta}^{(n, n, n)}(\mu)=\prod_{i=1}^{3} \frac{n!}{\beta_{i}!\left(n-\beta_{i}\right)!}\left(\mu_{i}\right)^{\beta_{i}}\left(1-\mu_{i}\right)^{n-\beta_{i}} . \tag{3.1.11}
\end{equation*}
$$

The expression (3.1.10) is called the B-form of polynomial $\tilde{P}_{n}$ with respect to $T_{3}$. We denote by $\pi_{n}\left(T_{3}\right)$ the space of all such polynomials $\tilde{P}_{n}(\mathbf{x})$ in the form of (3.1.10). The set

$$
\left\{\left(\mathbf{z}_{1}+\frac{\beta_{1}}{n}\left(\mathbf{z}_{2}-\mathbf{z}_{1}\right)+\frac{\beta_{2}}{n}\left(\mathbf{z}_{3}-\mathbf{z}_{1}\right)+\frac{\beta_{3}}{n}\left(\mathbf{z}_{5}-\mathbf{z}_{1}\right), \tilde{a}_{\beta}\right): \beta \leq(n, n, n)\right\}
$$

is called the B-net of $\tilde{P}_{n}$ on $T_{3}$ which may be arranged as an array shown as Figure 3.3.


Figure 3.3 The B-net of $\tilde{P}_{3}$
In addition, for each vertex $\mathbf{z}_{1}$, say, layer $l$ of the $B$-net attached to $\mathbf{z}_{1}$ is the collection of all coefficients $\tilde{a}_{\beta}$ with $\beta_{1}+\beta_{2}+\beta_{3}=l$. Similarly, layer $l$ of the B-net of other vertices of $T_{3}$ may be specified. For each edge $e=\left\langle\mathbf{z}_{1}, \mathbf{z}_{2}\right\rangle$, say, layer $l$ of the B-net around edge $e$ is the collection of all coefficients $\tilde{a}_{\beta}$ with $\beta_{1}+\beta_{3}=l$. Similarly, layer $l$ of the B -net around other edges of $T_{3}$ may be specified. For each facet $f=\left\langle\mathbf{z}_{1}, \mathbf{z}_{2}, \mathbf{z}_{3}, \mathbf{z}_{4}\right\rangle$, say, layer $l$ of the B-net near facet $f$ is the collection of all coefficients $\tilde{a}_{\beta}$ with $\beta_{3}=l$. Similarly, we may refer to layer $l$ of the B-net near other facets of $T_{3}$. The $l^{\text {th }}$ core of B-net on $T_{3}$ is the collection of all coefficients $\tilde{a}_{\beta}$ with $\beta_{i} \geq l+1, i=1,2,3$.

### 3.2. Polynomial Interpolation

By considering polynomial interpolation at the vertices at a tetrahedron, a prism, or a parallelepiped, we will understand the relationship between interpolation conditions and the B-nets of the interpolating polynomials. This will help us in constructing vertex splines in the later sections. We need more notation and definitions for discussing polynomial interpolation.

Let $\Gamma_{n}:=\left\{\beta \in \mathbb{Z}_{+}^{3}:|\beta| \leq n\right\}$ and $\Lambda_{n}:=\left\{\beta \in \mathbb{Z}_{+}^{4}:|\beta|=n\right\}$. We say that the subsets $M_{i}$ of $\Gamma_{n}, i=1,2,3,4$, induce a partition of $\Lambda_{n}$ if they satisfy

$$
\begin{aligned}
& 1^{\circ} A_{i}^{n} M_{i} \cap A_{j}^{n} M_{j}=\emptyset, \text { for } i \neq j, \text { and } \\
& 2^{\circ} \cup_{i=1}^{4} A_{i}^{n} M_{i}=\Lambda_{n},
\end{aligned}
$$

where $A_{i}^{n}$ is a map from $\mathbb{Z}_{+}^{3}$ to $\mathbb{Z}_{+}^{4}$ defined by

$$
A_{i}^{n} \beta=\left(\beta_{1}, \cdots, \beta_{i-1}, n-|\beta|, \beta_{i}, \cdots, \beta_{3}\right) \in \mathbb{Z}_{+}^{4}
$$

for $\beta=\left(\beta_{1}, \beta_{2}, \beta_{3}\right) \in \mathbb{Z}_{+}^{3}, i=1,2,3,4$.
For a tetrahedron $T_{1}=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle$, we denote

$$
\begin{aligned}
D_{1}^{\beta} & :=D_{\mathbf{x}_{2}-\mathbf{x}_{1}}^{\beta_{1}} D_{\mathbf{x}_{3}-\mathbf{x}_{1}}^{\beta_{2}} D_{\mathbf{x}_{3}-\mathbf{x}_{1}}^{\beta_{3}} \\
D_{2}^{\beta} & :=D_{\mathbf{x}_{1}-\mathbf{x}_{2}}^{\beta_{\mathbf{x}}-\mathbf{x}_{2}} D_{\mathbf{x}_{4}-\mathbf{x}_{2}}^{\beta_{2}} \\
D_{3}^{\beta} & :=D_{\mathbf{x}_{1}-\mathbf{x}_{3}}^{\beta_{1}} D_{\mathbf{x}_{2}-\mathbf{x}_{3}} D_{\mathbf{x}_{4}-\mathbf{x}_{3}}^{\beta_{3}}
\end{aligned}
$$

and

$$
D_{4}^{\beta}:=D_{\mathbf{x}_{1}-\mathbf{x}_{4}}^{\beta_{1}} D_{\mathbf{x}_{2}-\mathbf{x}_{4}}^{\beta_{2}} D_{\mathbf{x}_{3}-\mathbf{x}_{4}}^{\beta_{3}}
$$

Also, we define a map $C_{i}: \mathbb{Z}_{+}^{4} \longrightarrow \mathbb{Z}_{+}^{3}$ by

$$
C_{i} \beta=C_{i}\left(\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}\right)=\left(\beta_{1}, \cdots, \beta_{i-1}, \beta_{i+1}, \cdots, \beta_{4}\right)
$$

for $i=1,2,3,4$.
We are now ready to present the following propositions which are similar to those in section 2.2.

PROPOSITION 3.1. Suppose that $M_{1}, M_{2}, M_{3}$, and $M_{4}$ are all lower sets of $\Gamma_{n}$ that induce a partition of $\Lambda_{n}$. Then for any given data $\left\{f_{i, \beta}: \beta \in M_{i}, i=1,2,3,4\right\}$, there exists a unique polynomial $p_{n}(\mathbf{x}) \in \pi_{n}\left(T_{1}\right)$ satisfying

$$
\begin{equation*}
D_{i}^{\beta} p_{n}\left(\mathbf{x}_{i}\right)=f_{i, \beta}, i=1,2,3,4 . \tag{3.2.1}
\end{equation*}
$$

Moreover, $p_{n}(\mathbf{x})$ may be expressed as follows:

$$
p_{n}(\mathbf{x})=\sum_{i=1}^{4} \sum_{\beta \in M_{i}}\left\{\sum_{\gamma \leq \beta}\binom{\beta}{\gamma} \frac{(n-|\gamma|)!}{n!} f_{i, \gamma}\right\} \Phi_{A_{i}^{n} \beta}(\lambda)
$$

Actually, we will use a more generalized version of this proposition later which can be stated as follows.

PROPOSITION 3.2. Suppose that $M_{i} \subset \Gamma_{n}, i=1,2,3,4$ induce a partition of $\Lambda_{n}$. Further, suppose that
(i) $M_{1}$ is a lower set, and
(ii) for $i=2,3,4$, the union of $M_{i}$ and some elements of $C_{i}\left(\cup_{j=1}^{i-1} A_{j}^{n} M_{j}\right)$ is a lower set.

Then for any given data $\left\{f_{i, \beta}: \beta \in M_{i}, i=1,2,3,4\right\}$, there exists a $p_{n}(\mathbf{x}) \in \pi_{n}\left(T_{1}\right)$ that satisfies (3.2.1).

The proofs of these two propositions may be found in [39] and we omit its details here.

Next, let $T_{2}=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}, \mathbf{y}_{4}, \mathbf{y}_{5}, \mathbf{y}_{6}\right\rangle$ be a prism in $\mathbb{R}^{3}$. For $\beta=\left(\beta_{1}, \beta_{2}, \beta_{3}\right) \in \mathbb{Z}_{+}^{3}$, let

$$
\begin{aligned}
\bar{D}_{1}^{\beta} & :=D_{\mathbf{y}_{2}-\mathbf{y}_{1}}^{\beta_{1}} D_{\mathbf{y}_{3}-\mathbf{y}_{1}}^{\beta_{2}} D_{\mathbf{y}_{4}-\mathbf{y}_{1}}^{\beta_{3}} \\
\bar{D}_{1}^{\beta} & :=D_{\mathbf{y}_{1}-\mathbf{y}_{2}}^{\beta_{\mathbf{y}_{3}-\mathbf{y}_{2}} D_{\mathbf{y}_{5}-\mathbf{y}_{2}}} \\
\bar{D}_{1}^{\beta} & :=D_{\mathbf{y}_{2}-\mathbf{y}_{1}} D_{\mathbf{y}_{2}-\mathbf{y}_{3}} D_{\mathbf{y}_{6}-\mathbf{y}_{3}}^{\beta_{3}}
\end{aligned}
$$

and

$$
\bar{D}_{4}^{\beta}=(-1)^{\beta_{3}} \bar{D}_{1}^{\beta}, \bar{D}_{5}^{\beta}=(-1)^{\beta_{3}} \bar{D}_{2}^{\beta}, \bar{D}_{3}^{\beta}=(-1)^{\beta_{3}} \bar{D}_{3}^{\beta} .
$$

Let $\bar{\Gamma}_{n}=\left\{\beta \in \mathbb{Z}_{+}^{3}: \beta=\left(\beta_{1}, \beta_{2}, \beta_{3}\right) \leq(n, n, n)\right\}$ and $\bar{\Lambda}_{n}=\left\{\beta \in \mathbb{Z}_{+}^{4}: \beta=\right.$ $\left.\left(\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}\right), \beta_{1}+\beta_{2}+\beta_{3}=n, 0 \leq \beta_{4} \leq n\right\}$. Define a map $\bar{A}_{i}^{n}: \bar{\Gamma}_{n} \longrightarrow \bar{\Lambda}_{n}$ by

$$
\begin{aligned}
\bar{A}_{1}^{n} \beta & :=\left(n-\beta_{1}-\beta_{2}, \beta_{1}, \beta_{2}, \beta_{3}\right) \\
\bar{A}_{2}^{n} \beta & :=\left(\beta_{1}, n-\beta_{1}-\beta_{2}, \beta_{2}, \beta_{3}\right) \\
\bar{A}_{3}^{n} \beta & :=\left(\beta_{1}, \beta_{2}, n-\beta_{1}-\beta_{2}, \beta_{3}\right) \\
\bar{A}_{4}^{n} \beta & :=\left(n-\beta_{1}-\beta_{2}, \beta_{1}, \beta_{2}, n-\beta_{3}\right) \\
\bar{A}_{5}^{n} \beta & :=\left(\beta_{1}, n-\beta_{1}-\beta_{2}, \beta_{2}, n-\beta_{3}\right) \\
\bar{A}_{6}^{n} \beta & :=\left(\beta_{1}, \beta_{2}, n-\beta_{1}-\beta_{2}, n-\beta_{3}\right)
\end{aligned}
$$

for any $\beta=\left(\beta_{1}, \beta_{2}, \beta_{3}\right) \in \bar{\Gamma}_{n}$.
We say that the subsets $M_{i}, i=1, \cdots, 6$, of $\bar{\Gamma}_{n}$ induce a partition of $\bar{\Lambda}_{n}$ if
$3^{\circ} \bar{A}_{i}^{n} M_{i} \cap \bar{A}_{j}^{n} M_{j}=\emptyset$ for $i \neq j$, and
$4^{\circ} \cup_{i=1}^{6} \bar{A}_{i}^{n} M_{i}=\bar{\Lambda}_{n}$.
Further, difference operators $\Delta_{21}$ and $\Delta_{31}$ are defined by

$$
\Delta a_{\alpha}=a_{\alpha+e^{i}}-a_{\alpha+e^{j}}, i, j=1,2,3, \alpha \in \mathbb{Z}_{+}^{4}
$$

and $\Delta_{i}$ is defined as usual by

$$
\Delta_{i} a_{\alpha}=a_{\alpha+e^{i}}-a_{\alpha}, \alpha \in \mathbb{Z}_{+}^{4}, \quad i=1,2,3,4
$$

We have the following:
PROPOSITION 3.3. Suppose that $M_{i} \subset \bar{\Gamma}_{m}, i=1, \cdots, 6$, are lower sets that induce a partition of $\bar{\Lambda}_{n}$. Then for any given data $\left\{f_{i, \beta}: \beta \in M_{i}, i=1, \cdots, 6\right\}$, there exists a unique polynomial $p_{n}(\mathbf{x}) \in \pi_{n}\left(T_{2}\right)$ that satisfies

$$
\begin{equation*}
\bar{D}_{i}^{\beta} p_{n}\left(\mathbf{y}_{i}\right)=f_{i, \beta}, \beta \in M_{i}, i=1, \cdots, 6 \tag{3.2.3}
\end{equation*}
$$

Moreover, $p_{n}(\mathbf{x})$ may be expressed as

$$
\begin{equation*}
p_{n}(\mathbf{x})=\sum_{i=1}^{6} \sum_{\beta \in M_{i}}\left\{\sum_{\gamma \leq \beta}\binom{\beta}{\gamma} \frac{\left(n-\gamma_{1}-\gamma_{2}\right)!}{n!} \frac{\left(n-\gamma_{3}\right)!}{n!} f_{i, \gamma}\right\} \bar{\Phi}_{\bar{A}_{i}^{n \beta}}(\nu) . \tag{3.2.4}
\end{equation*}
$$

Proof. By the above assumption, we have a $p_{n} \in \pi_{n}\left(T_{2}\right)$ in the form of

$$
\begin{aligned}
p_{n}(\mathbf{x}) & =\sum_{\alpha \in \bar{\Lambda}_{n}} \bar{a}_{\alpha} \bar{\Phi}_{\alpha}^{(n, n)}(\nu) \\
& =\sum_{i=1}^{6} \sum_{\beta \in M_{i}} \bar{a}_{\bar{A}_{i}^{n} \beta} \bar{\Phi}_{\bar{A}_{i}^{n} \beta}^{(n, n)}(\nu) .
\end{aligned}
$$

For any $\beta \in M_{1}$,

$$
\bar{D}_{1} p_{n}\left(\mathbf{y}_{1}\right)=\frac{n!}{\left(n-\beta_{1}-\beta_{2}\right)!} \frac{n!}{\left(n-\beta_{3}\right)!} \Delta_{21}^{\beta_{1}} \Delta_{31}^{\beta_{2}} \Delta_{4}^{\beta_{3}} \bar{a}_{\left(n-\beta_{1}-\beta_{2}, 0,0,0\right)} .
$$

Thus,

$$
\begin{aligned}
& (-1)^{\beta_{1}+\beta_{2}+\beta_{3}} \frac{\left(n-\beta_{1}-\beta_{2}\right)!}{n!} \frac{\left(n-\beta_{3}\right)!}{n!} \bar{D}_{1}^{\beta} p_{n}\left(\mathbf{y}_{1}\right) \\
= & (-1)^{\beta_{1}+\beta_{2}+\beta_{3}} \Delta_{21}^{\beta_{1}} \Delta_{31}^{\beta_{2}} \Delta_{4}^{\beta_{3}} \bar{a}_{\left(n-\beta_{1}-\beta_{2}, 0,0,0\right)} \\
= & \sum_{\gamma \leq \beta}\binom{\beta}{\gamma}(-1)^{\gamma} \bar{a}_{\left(n-\gamma_{1}-\gamma_{2}, \gamma_{1}, \gamma_{2}, \gamma_{3}\right)} .
\end{aligned}
$$

By using the inversion formula, we obtain

$$
\bar{a}_{\bar{A}_{1}^{n} \beta}=\sum_{\gamma \leq \beta}\binom{\beta}{\gamma} \frac{\left(n-\gamma_{1}-\gamma_{2}\right)!}{n!} \frac{\left(n-\gamma_{3}\right)!}{n!} \bar{D}_{1}^{\gamma} p_{n}\left(\mathbf{y}_{1}\right)
$$

for $\beta \in M_{1}$. Similarly,

$$
\bar{a}_{\bar{A}_{i}^{n} \beta}=\sum_{\gamma \leq \beta}\binom{\beta}{\gamma} \frac{\left(n-\gamma_{1}-\gamma_{2}\right)!}{n!} \frac{\left(n-\gamma_{3}\right)!}{n!} \bar{D}_{i}^{\gamma} p_{n}\left(\mathbf{y}_{i}\right)
$$

for $\beta \in M_{i}, i=2, \cdots, 6$. By the interpolation condition (3.2.3) and the assumption that $M_{i}$ are lower sets, we see that $\bar{a}_{\bar{A}_{i}^{n} \beta}, \beta_{i} \in M_{i}, i=1, \cdots, 6$, are uniquely determined by the given data set $\left\{f_{i, \beta}: \beta \in M_{i}, i=1, \cdots, 6\right\}$ and a polynomial $p_{n}$ with these coefficients $\bar{a}_{\bar{A}_{i}^{n} \beta}$ satisfies (3.2.3) since $M_{i}, i=1, \cdots, 6$, induce a partition of $\bar{\Lambda}_{n}$.

Actually, we may relax the requirement on $M_{i}, i=1, \cdots, 6$ slightly to make it more applicable. Thus, we have

PROPOSITION 3.4. Suppose that $M_{i} \subset \bar{\Gamma}_{n}, i=1, \cdots, 6$, induce a partition of $\bar{\Lambda}_{n}$. Further, suppose that
(i) $M_{1}$ is a lower set, and
(ii) for each $i=2, \cdots, 6$, the union of $M_{i}$ and some elements of $\bar{C}_{i}\left(\cup_{j=1}^{i-1} \bar{A}_{j}^{n} M_{j}\right)$ is a lower set.

Then for any given data $\left\{f_{i, \beta}: \beta \in M_{i}, i=1, \cdots, 6\right\}$, there exists a unique $p_{n}(\mathbf{x}) \in$ $\pi_{n}\left(T_{2}\right)$ that satisfies (3.2.3).

Here, $\bar{C}_{i}=C_{i}, i=1,2,3$ and $\bar{C}_{i}, i=4,5,6$ are maps defined by

$$
\begin{aligned}
& \bar{C}_{4} \beta=\left(\beta_{2}, \beta_{3}, n-\beta_{4}\right) \\
& \bar{C}_{5} \beta=\left(\beta_{1}, \beta_{3}, n-\beta_{4}\right) \\
& \bar{C}_{6} \beta=\left(\beta_{1}, \beta_{2}, n-\beta_{4}\right)
\end{aligned}
$$

for $\beta=\left(\beta_{1}, \beta_{2}, \beta_{3}, \beta_{4}\right) \in \mathbb{Z}_{+}^{4}$. We omit its proof here since we can see the B-net determined by using information $\left\{f_{1, \beta}: \beta \in M_{1}\right\}$ can be used to determine other part of the B-net and so on.

Now let $T_{3}=\left\langle\mathbf{z}_{1}, \cdots, \mathbf{z}_{8}\right\rangle$ be a parallelepiped. For any $\beta \in \mathbb{Z}_{+}^{3}$, we denote

$$
\tilde{D}^{\beta}:=D_{\mathbf{z}_{2}-\mathbf{z}_{1}}^{\beta_{1}} D_{\mathbf{z}_{3}-\mathbf{z}_{1}}^{\beta_{2}} D_{\mathbf{z}_{5}-\mathbf{z}_{1}}^{\beta_{3}}
$$

and $\eta^{1}=(1,1,1), \eta^{2}=(-1,1,1), \eta^{3}=(1,-1,1), \eta^{4}=(-1,-1,1), \eta^{5}=(1,1,-1)$, $\eta^{6}=(-1,1,-1), \quad \eta^{7}=(1,-1,-1)$ and $\eta^{8}=(-1,-1,-1)$. We define a map $\tilde{A}_{i}^{n}$ :
$\bar{\Gamma}_{n} \longrightarrow \bar{\Gamma}_{n}$ by

$$
\tilde{A}_{i}^{n} \beta=\left(\eta_{1}^{i} \beta_{1}, \eta_{2}^{i} \beta_{2}, \eta_{3}^{i} \beta_{3}\right)+\left(\frac{1-\eta_{1}^{i}}{2} n, \frac{1-\eta_{2}^{i}}{2} n, \frac{1-\eta_{3}^{i}}{2} n\right)
$$

for any $\beta=\left(\beta_{1}, \beta_{2}, \beta_{3}\right) \in \bar{\Gamma}_{n}$, where $\eta^{i}=\left(\eta_{1}^{i}, \eta_{2}^{i}, \eta_{3}^{i}\right), i=1, \cdots, 8$.
We say that the subsets $M_{i}$ of $\bar{\Gamma}_{n}, i=1, \cdots, 8$, induce a partition of $\bar{\Gamma}_{n}$ if $M_{i}, i=$ $1, \cdots, 8$, satisfy

$$
5^{\circ} \tilde{A}_{i}^{n} M_{i} \cap \tilde{A}_{j}^{n} M_{j}=\emptyset \text { for } i \neq j, \text { and }
$$

$$
6^{\circ} \cup_{i=1}^{8} \tilde{A}_{i}^{n} M_{i}=\bar{\Lambda}_{n}
$$

Then we have the following
PROPOSITION 3.5. Suppose that $M_{i}, i=1, \cdots, 8$, are lower subsets of $\bar{\Gamma}_{n}$ that induce a partition of $\bar{\Gamma}_{n}$. Then for any given data $\left\{f_{i, \beta}: \beta \in M_{i}, i=1, \cdots, 8\right\}$, there exists a unique a polynomial $p_{n}(\mathbf{x}) \in \pi_{n}\left(T_{3}\right)$ that satisfies

$$
\begin{equation*}
\tilde{D}^{\beta} p_{n}\left(\mathbf{z}_{i}\right)=f_{i, \beta}, \beta \in M_{i}, i=1, \cdots, 8 \tag{3.2.5}
\end{equation*}
$$

Moreover, $p_{n}(\mathbf{x})$ may be expressed as

$$
\begin{equation*}
p_{n}(\mathbf{x})=\sum_{i=1}^{8} \sum_{\beta \in M_{i}}\left\{\sum_{\gamma \leq \beta}\binom{\beta}{\gamma} \frac{\left(n-\gamma_{1}\right)!}{n!} \frac{\left(n-\gamma_{2}\right)!}{n!} \frac{\left(n-\gamma_{3}\right)!}{n!}\left(\eta^{i}\right)^{\gamma} f_{i, \gamma}\right\} \tilde{\Phi}_{\tilde{A}_{i}^{n} \beta}^{(n, n, n)}(\mu) \tag{3.2.6}
\end{equation*}
$$

The proof of Proposition 3.5 may be found in [39].
We may also relax the requirement on $M_{i}, i=1, \cdots, 8$, slightly so that the resulting one is more applicable. That is, we have

PROPOSITION 3.6. Suppose $M_{i} \subset \bar{\Gamma}_{n}, i=1, \cdots, 8$ induce a partition of $\bar{\Lambda}_{n}$. Further, suppose that
(i) $M_{1}$ is a lower set, and
(ii) for each $i=2, \cdots, 8$, the union of $M_{i}$ and some elements of $\tilde{C}_{i}\left(\cup_{j=1}^{i-1} \tilde{A}_{j}^{n} M_{j}\right)$ is a lower set.

Then for any given data $\left\{f_{i, \beta}: \beta \in M_{i}, i=1, \cdots, 8\right\}$, there exists a unique $p_{n}(\mathbf{x}) \in \pi_{n}\left(T_{3}\right)$ that satisfies (3.2.5).

Here, $\tilde{C}_{i}=\tilde{A}_{i}^{-1}$ for $i=1, \cdots, 8$. We omit its proof here and refer the reader to [39] for more details.

### 3.3. Smoothness Conditions and Their Applications

We are now going to study what conditions ensure that two polynomials $P_{n}$ and $Q_{n}$ defined on two adjacent geometric configurations (tetrahedron, prism, or parallelepiped) are joined smoothly together. There are six possibilities of two adjacent geometric configurations we need to study: two tetrahedrons, one tetrahedron and one prism, two prisms sharing a common triangular boundary facet, two prisms sharing a common parallelogram boundary facet, one prism and one parallelepiped, and two parallelepipeds. We have to study all these cases separately.
$1^{\circ}$ Suppose that $P_{n}$ and $Q_{n}$ are defined on two adjacent tetrahedrons $T_{1}=$ $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle$ and $T_{2}=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{5}\right\rangle$ which share a common facet $T_{1} \cap T_{2}=$ $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle$. See Figure 3.4 for the B-nets of $P_{n}$ and $Q_{n}$ when $n=4$.


Figure 3.4 The B-nets of $P_{4}$ and $Q_{4}$
More precisely, let

$$
P_{n}(\mathbf{x})=\sum_{|\beta|=n} a_{\beta} \Phi_{\beta}(\lambda) \quad \text { and } \quad Q_{n}(\mathbf{x})=\sum_{|\beta|=n} b_{\beta} \Phi_{\beta}(\mu),
$$

where $\mathbf{x}=\sum_{i=1}^{4} \lambda_{i} \mathbf{x}_{i}=\sum_{i=1}^{3} \mu_{i} \mathbf{x}_{i}+\mu_{4} \mathbf{x}_{5}$ with $\sum_{i=1}^{4} \lambda_{i}=\sum_{i=1}^{4} \mu_{i}=1$.

Let $F$ be a function defined by

$$
F(\mathbf{x})= \begin{cases}P_{n}(\mathbf{x}) & \text { if } \mathbf{x} \in T_{1} \\ Q_{n}(\mathbf{x}) & \text { if } \mathbf{x} \in T_{2}\end{cases}
$$

Write $\mathbf{x}_{5}=\sum_{i=1}^{4} \lambda_{i}^{0} \mathbf{x}_{i}$ with $\sum_{i=1}^{4} \lambda_{i}^{0}=1$. Then clearly,

$$
D_{\mathbf{x}_{5}-\mathbf{x}_{1}}=\lambda_{2}^{0} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}+\lambda_{3}^{0} D_{\mathbf{x}_{3}-\mathbf{x}_{1}}+\lambda_{4}^{0} D_{\mathbf{x}_{4}-\mathbf{x}_{1}} .
$$

Hence, we know that $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\left.\left(D_{\mathbf{x}_{5}-\mathbf{x}_{1}}\right)^{k} Q_{n}\right|_{T_{1} \cap T_{2}}=\left.\left(\lambda_{2}^{0} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}+\lambda_{3}^{0} D_{\mathbf{x}_{3}-\mathbf{x}_{1}}+\lambda_{4}^{0} D_{\mathbf{x}_{4}-\mathbf{x}_{1}}\right)^{k} P_{n}\right|_{T_{1} \cap T_{2}}
$$

for $0 \leq k \leq r$. Then the smoothness conditions between $P_{n}$ and $Q_{n}$ easily follow.
LEMMA 3.3.1. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{equation*}
\Delta_{41}^{l} b_{i j k 0}=\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}+\lambda_{4}^{0} \Delta_{41}\right)^{l} a_{i j k 0}, \quad i+j+k=n-l, \tag{3.3.1}
\end{equation*}
$$

for $0 \leq k \leq r, i, j=1, \cdots, 4$, and $\beta \in \mathbb{Z}_{+}^{4}$.
The proof may be found in [39]. The supports of these smoothness conditions (3.3.1) are shown in Figure 3.5a and Figure 3.5b.


Figure 3.5a Some supports of the $C^{1}$ smoothness condition


Figure 3.5b The supports of the $C^{2}$ smoothness condition

Also, we may use the inversion formula (cf. §2.2) to obtain the following LEMMA 3.3.2. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{equation*}
b_{i j k l}=\sum_{|\beta|=l} a_{(i j k 0)+\beta} \Phi_{\beta}\left(\lambda^{0}\right), \quad 0 \leq l \leq r, \tag{3.3.2}
\end{equation*}
$$

where $\lambda^{0}=\left(\lambda_{1}^{0}, \lambda_{2}^{0}, \lambda_{3}^{0}, \lambda_{4}^{0}\right)$.
This lemma was earlier proved in [11] and [71] by different methods.
Also, we may prove the following
LEMMA 3.3.3. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{equation*}
\left(D_{\mathbf{x}_{5}-\mathbf{x}_{1}}\right)^{i}\left(D_{\mathbf{x}_{2}-\mathbf{x}_{1}}\right)^{j}\left(D_{\mathbf{x}_{3}-\mathbf{x}_{1}}\right)^{k} Q_{n}\left(\mathbf{x}_{1}\right) \tag{3.3.3}
\end{equation*}
$$

$$
=\left(\lambda_{2}^{0} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}+\lambda_{3}^{0} D_{\mathbf{x}_{3}-\mathbf{x}_{1}}+\lambda_{4}^{0} D_{\mathbf{x}_{4}-\mathbf{x}_{1}}\right)^{i}\left(D_{\mathbf{x}_{2}-\mathbf{x}_{1}}\right)^{j}\left(D_{\mathbf{x}_{3}-\mathbf{x}_{1}}\right)^{k} P_{n}\left(\mathbf{x}_{1}\right)
$$

for $0 \leq j+k \leq n-i, \quad 0 \leq i \leq r$.
The proof may be found in [39].
Further, we may apply the smoothness conditions (3.3.1) or (3.3.2) to ensure $F$ is smooth across the intersection surface $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle$ of $T_{1}$ and $T_{2}$ when the partial B-nets of $F$ are given. We have the following

LEMMA 3.3.4. Assume that $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}\right\rangle \notin\left\langle\mathbf{x}_{1}, \mathbf{x}_{4}, \mathbf{x}_{5}\right\rangle$. (See Figure 3.6 for the reference of orientation of the vertices $\mathbf{x}_{1}, \cdots, \mathbf{x}_{5}$.) Suppose that the $B$-coefficients $\left\{a_{\beta}: \beta_{1} \geq 1\right\} \cup\left\{a_{\beta}: \beta_{1}=0, \beta_{2} \geq 1\right\}$ and $\left\{b_{\beta}: \beta_{1} \geq 1\right\} \cup\left\{a_{\beta}: \beta_{1}=0, \beta_{2} \geq 1\right\}$ of $P_{n}$ and $Q_{n}$, respectively, are given and satisfy the smoothness conditions (3.3.1) up to order $n-1$. Furthermore, suppose that $\left\{a_{\beta}: \beta_{1}=\beta_{2}=0\right.$, and $2 l+2 \leq$ $\left.\beta_{3} \leq n\right\}$ and $\left\{b_{\beta}: \beta_{1}=\beta_{2}=0\right.$ and $\left.n-l \leq \beta_{3} \leq n\right\}$ are given and satisfy the smoothness conditions (3.3.1) up to order $l$, where $l \leq \frac{n-2}{2}$. Then for any given $\left\{a_{\beta}, b_{\beta}: \beta_{1}=\beta_{2}=0\right.$ and $\left.0 \leq \beta_{3} \leq l\right\}$, there exists a unique set of coefficients $\left\{a_{\beta}, b_{\beta}: \beta_{1}=\beta_{2}=0, l+1 \leq \beta_{3} \leq 2 l+1\right\}$ such that $\left\{a_{\beta}:|\beta|=n\right\}$ and $\left\{b_{\beta}:|\beta|=n\right\}$ satisfy the smoothness conditions (3.3.1) of order $n$.


Figure 3.6 The orientation of vertices $\mathbf{x}_{1}, \cdots, \mathbf{x}_{5}$
The proof of this lemma is similar to that of its counterpart in $\S 2.3$. We may omit it here.

LEMMA 3.3.5. Assume that $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}\right\rangle \subset\left\langle\mathbf{x}_{1}, \mathbf{x}_{4}, \mathbf{x}_{5}\right\rangle$. (See Figure 3.7 for reference.) Suppose that the $B$-coefficients $\left\{a_{\beta}: \beta_{1} \geq 1\right\} \cup\left\{a_{\beta}: \beta_{1}=0, \beta_{2} \geq 1\right\}$ and $\left\{b_{\beta}\right.$ : $\left.\beta_{1} \geq 1\right\} \cup\left\{b_{\beta}: \beta_{1}=0, \beta_{2} \geq 1\right\}$ of $P_{n}$ and $Q_{n}$ respectively, are given and satisfy the smoothness conditions (3.3.1) up to order $n-1$. Furthermore, suppose that $\left\{a_{\beta}: \beta_{1}=\right.$ $\beta_{2}=0$ and $\left.l+1 \leq \beta_{3} \leq n\right\}$ and $\left\{b_{\beta}: \beta_{1}=\beta_{2}=0\right.$ and $\left.l+1 \leq \beta_{3} \leq n\right\}$ are given and satisfy the smoothness conditions (3.3.1) up to order $n-l-1$, where $l<n$. Then for any $\left\{a_{\beta}: \beta_{1}=\beta_{2}=0\right.$, and $\left.0 \leq \beta_{3} \leq l\right\}$, there exists a unique set of coefficients $\left\{b_{\beta}: \beta_{1}=\beta_{2}=0,0 \leq \beta_{3} \leq l\right\}$ such that $\left\{a_{\beta}:|\beta|=n\right\}$ and $\left\{b_{\beta}:|\beta|=n\right\}$ satisfy the smoothness conditions (3.3.1) of order $n$.

The proof of this lemma is a simple consequence of Lemma 3.1 or 3.2 .


Figure 3.7 The case that $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}\right\rangle \subset\left\langle\mathbf{x}_{1}, \mathbf{x}_{4}, \mathbf{x}_{5}\right\rangle$
$2^{\circ}$ Suppose that $P_{n}$ and $\bar{Q}_{n}$ are defined on a tetrahedron $T_{1}=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle$ and a prism $T_{2}=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}\right\rangle$, respectively, which are adjacent and share a common facet $T_{1} \cap T_{2}=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle$. Write

$$
P_{n}(\mathbf{x})=\sum_{|\beta|=n} a_{\beta} \Phi_{\beta}(\lambda) \quad \text { and } \quad \bar{Q}_{n}(\mathbf{x})=\sum_{\beta \in \bar{\Lambda}_{n}} b_{\beta} \bar{\Phi}_{\beta}^{(n, n)}(\mu)
$$

where $\mathbf{x}=\sum_{i=1}^{4} \lambda_{i} \mathbf{x}_{i}=\sum_{i=1}^{3} \mu_{i} \mathbf{x}_{i}+\mu_{4}\left(\mathbf{y}_{1}-\mathbf{x}_{1}\right)$ with $\sum_{i=1}^{4} \lambda_{i}=1$ and $\sum_{i=1}^{3} \mu_{i}=1$. See Figure 3.8 for reference of the B-nets of $P_{n}$ and $\bar{Q}_{n}$ when $n=3$.


Figure 3.8 The B-nets of $P_{3}$ and $\bar{Q}_{3}$
Let $F$ be a function defined by

$$
F= \begin{cases}P_{n}(\mathbf{x}) & \text { if } \mathbf{x} \in T_{1} \\ \bar{Q}_{n}(\mathbf{x}) & \text { if } \mathbf{x} \in T_{2}\end{cases}
$$

Write $\mathbf{y}_{1}=\lambda_{1}^{0} \mathbf{x}_{1}+\lambda_{2}^{0} \mathbf{x}_{2}+\lambda_{3}^{0} \mathbf{x}_{3}+\lambda_{4}^{0} \mathbf{x}_{4}$ with $\sum_{i=1}^{4} \lambda_{i}^{0}=1$ and $\lambda^{0}=\left(\lambda_{1}^{0}, \lambda_{2}^{0}, \lambda_{3}^{0}, \lambda_{4}^{0}\right)$. Then, clearly $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\left.\left(D_{\mathbf{y}_{1}-\mathbf{x}_{1}}\right)^{l} Q_{n}\right|_{T_{1} \cap T_{2}}=\left.\left(\lambda_{2}^{0} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}+\lambda_{3}^{0} D_{\mathbf{x}_{3}-\mathbf{x}_{1}}+\lambda_{4}^{0} D_{\mathbf{x}_{4}-\mathbf{x}_{1}}\right)^{l} P_{n}\right|_{T_{1} \cap T_{2}}
$$

for $0 \leq l \leq r$. It easily follows that

$$
\left.\left(D_{\mathbf{y}_{3}-\mathbf{x}_{1}}\right)^{l} Q_{n}\right|_{T_{1} \cap T_{2}}=\frac{n!}{(n-l)!} \sum_{\substack{|\beta|=n \\ \beta=\left(\beta_{1}, \beta_{2}, \beta_{3}, 0\right)}} \Delta_{4}^{l} b_{\beta} \bar{\Phi}_{\beta}^{(n, 0)}(\mu)
$$

and

$$
\begin{aligned}
& \left.\left(\lambda_{2}^{0} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}+\lambda_{3}^{0} D_{\mathbf{x}_{3}-\mathbf{x}_{1}}+\lambda_{4}^{0} D_{\mathbf{x}_{4}-\mathbf{x}_{1}}\right)^{l} P_{n}\right|_{T_{1} \cap T_{2}} \\
= & \left.\sum_{|\gamma|} \frac{l!}{\gamma!}\left(\lambda_{2}^{0}\right)^{\gamma_{1}}\left(\lambda_{3}^{0}\right)^{\gamma_{2}}\left(\lambda_{4}^{0}\right)^{\gamma_{3}} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}^{\gamma_{1}} D_{\mathbf{x}_{3}-\mathbf{x}_{1}}^{\gamma_{2}} D_{\mathbf{x}_{4}-\mathbf{x}_{1}}^{\gamma_{3}} P_{n}\right|_{T_{1} \cap T_{2}} \\
= & \sum_{|\gamma|} \frac{l!}{\gamma!}\left(\lambda_{2}^{0}\right)^{\gamma_{1}}\left(\lambda_{3}^{0}\right)^{\gamma_{2}}\left(\lambda_{4}^{0}\right)^{\gamma_{3}} \frac{n!}{(n-l)!} \sum_{i+j+k=n-l} \Delta_{21}^{\gamma_{1}} \Delta_{31}^{\gamma_{2}} \Delta_{41}^{\gamma_{3}} a_{i j k 0} \Phi_{i j k 0}(\mu) \\
= & \sum_{i+j+k=n-l} \frac{n!}{(n-l)!}\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}+\lambda_{4}^{0} \Delta_{41}\right)^{l} a_{i j k 0} \Phi_{i j k 0}(\mu) \\
= & \sum_{\beta=(|\beta|=n}^{\left.\mid \beta_{1}, \beta_{2}, \beta_{3}, 0\right)} \\
& n! \\
(n-l)! & \left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}+\lambda_{4}^{0} \Delta_{41}\right)^{l} \mathbf{R}^{l} a_{\beta} \Phi_{\beta}(\mu),
\end{aligned}
$$

where $\mu=\left(\mu_{1}, \mu_{2}, \mu_{3}, 0\right)$ and

$$
\mathbf{R}^{l} a_{\beta}=\sum_{\substack{\alpha \leq \beta \\|\alpha|=n-l}} a_{\alpha} \frac{\binom{\beta}{\alpha}}{\binom{n}{l}}
$$

Therefore, we have established the following
LEMMA 3.3.6. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{equation*}
\Delta_{4}^{l} b_{\beta}=\frac{1}{\binom{n}{l}} \sum_{\substack{|\alpha|=n-l \\ \alpha \leq \beta}}\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}+\lambda_{4}^{0} \Delta_{41}\right)^{l} a_{\alpha}\binom{\beta}{\alpha} \tag{3.3.4}
\end{equation*}
$$

for $\beta=\left(\beta_{1}, \beta_{2}, \beta_{3}, 0\right)$ with $|\beta|=n$ and $0 \leq l \leq r$.
The supports of the $C^{1}$ and $C^{2}$ smoothness conditions (3.3.4) are as shown as in Figure 3.9a and Figure 3.9b.


Figure 3.9a A support of the $C^{1}$ smoothness condition


Figure 3.9b A support of the $C^{2}$ smoothness condition

## Example 3.1

$$
\begin{aligned}
C^{0}: & b_{\left(\beta_{1}, \beta_{2}, \beta_{3}, 0\right)} \\
= & a_{\left(\beta_{1}, \beta_{2}, \beta_{3}, 0\right)}, \\
C^{1} & : b_{\left(\beta_{1}, \beta_{2}, \beta_{3}, 1\right)}
\end{aligned}
$$

$$
\begin{aligned}
= & a_{\left(\beta_{1}, \beta_{2}, \beta_{3}, 0\right)}+\frac{1}{n} \sum_{\substack{\mid \alpha\left(=n-1 \\
\alpha \leq\left(\beta_{1}, \beta_{2}, \beta_{3}, 0\right)\right.}}\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}+\lambda_{4}^{0} \Delta_{41}\right) a_{\alpha}\binom{\beta}{\alpha} \\
= & a_{\left(\beta_{1}, \beta_{2}, \beta_{3}, 0\right)}+\frac{\beta_{1}}{n}\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}+\lambda_{4}^{0} \Delta_{41}\right) a_{\left(\beta_{1}-1, \beta_{2}, \beta_{3}, 0\right)} \\
& +\frac{\beta_{2}}{n}\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}+\lambda_{4}^{0} \Delta_{41}\right) a_{\left(\beta_{1}, \beta_{2}-1, \beta_{3}, 0\right)} \\
& +\frac{\beta_{3}}{n}\left(\lambda_{2}^{0} \Delta_{21}+\lambda_{3}^{0} \Delta_{31}+\lambda_{4}^{0} \Delta_{41}\right) a_{\left(\beta_{1}, \beta_{2}, \beta_{3}-1,0\right)} ; \quad \beta_{1}+\beta_{2}+\beta_{3}=n,
\end{aligned}
$$

etc..
Also, the following matching conditions are easy to verify
LEMMA 3.3.7. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{gather*}
\left(D_{\mathbf{y}_{1}-\mathbf{x}_{1}}\right)^{i}\left(D_{\mathbf{x}_{2}-\mathbf{x}_{1}}\right)^{j}\left(D_{\mathbf{x}_{3}-\mathbf{x}_{1}}\right)^{k} \bar{Q}_{n}\left(\mathbf{x}_{1}\right)  \tag{3.3.5}\\
=\left(\lambda_{2}^{0} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}+\lambda_{3}^{0} D_{\mathbf{x}_{3}-\mathbf{x}_{1}}+\lambda_{4}^{0} D_{\mathbf{x}_{4}-\mathbf{x}_{1}}\right)^{i}\left(D_{\mathbf{x}_{2}-\mathbf{x}_{1}}\right)^{j}\left(D_{\mathbf{x}_{3}-\mathbf{x}_{1}}\right)^{k} P_{n}\left(\mathbf{x}_{1}\right)
\end{gather*}
$$

for $0 \leq j+k \leq n, 0 \leq i \leq r$.
The proof is similar to that of Lemma 2.8. We may omit its details here.
$3^{\circ}$. Suppose that $\bar{P}_{n}$ and $\bar{Q}_{n}$ are defined on two adjacent prisms $T_{1}=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}, \mathbf{y}_{4}\right.$, $\left.\mathbf{y}_{5}, \mathbf{y}_{6}\right\rangle$ and $T_{2}=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}, \mathbf{z}_{1}, \mathbf{z}_{2}, \mathbf{z}_{3}\right\rangle$, respectively, share a common facet $T_{1} \cap T_{2}=$ $\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}\right\rangle$. See Figure 3.10 for reference of the orientation of the vertices of $T_{1}$ and $T_{2}$.


Figure 3.10 The orientation of the vertices of $T_{1}$ and $T_{2}$
More precisely, let

$$
\bar{P}_{n}(\mathbf{x})=\sum_{\beta \in \bar{\Lambda}_{n}} a_{\beta} \bar{\Phi}_{\beta}^{(n, n)}(\mu(\mathbf{x}))
$$

and

$$
\bar{Q}_{n}(\mathbf{x})=\sum_{\beta \in \bar{\Lambda}_{n}} b_{\beta} \bar{\Phi}_{\beta}^{(n, n)}(\nu(\mathbf{x}))
$$

where $\mathbf{x}=\mu_{1} \mathbf{y}_{1}+\mu_{2} \mathbf{y}_{2}+\mu_{3} \mathbf{y}_{3}+\mu_{4}\left(\mathbf{y}_{4}-\mathbf{y}_{1}\right)$ with $\mu_{1}+\mu_{2}+\mu_{3}=1$ and $\mathbf{x}=$ $\nu_{1} \mathbf{y}_{1}+\nu_{2} \mathbf{y}_{2}+\nu_{3} \mathbf{y}_{3}+\nu_{4}\left(\mathbf{z}_{1}-\mathbf{y}_{1}\right)$ with $\nu_{1}+\nu_{2}+\nu_{3}=1$.

Let $F$ be a function defined as follows:

$$
F(\mathbf{x})= \begin{cases}\bar{P}_{n}(\mathbf{x}) & \text { if } \mathbf{x} \in T_{1} \\ \bar{Q}_{n}(\mathbf{x}) & \text { if } \mathbf{x} \in T_{2} .\end{cases}
$$

Write $\mathbf{z}_{1}=\mu_{1}^{0} \mathbf{y}_{1}+\mu_{2}^{0} \mathbf{y}_{2}+\mu_{3}^{0} \mathbf{y}_{3}+\mu_{4}^{0}\left(\mathbf{y}_{4}-\mathbf{y}_{1}\right)$ with $\mu_{1}^{0}+\mu_{2}^{0}+\mu_{3}^{0}=1$. Then it is clear that $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{gathered}
\left.\left(D_{\mathbf{z}_{1}-\mathbf{y}_{1}}\right)^{l} \bar{Q}_{n}(\mathbf{x})\right|_{T_{1} \cap T_{2}} \\
=\left.\left(\mu_{2}^{0} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}+\mu_{3}^{0} D_{\mathbf{x}_{3}-\mathbf{x}_{1}}+\mu_{4}^{0} D_{\mathbf{x}_{4}-\mathbf{x}_{1}}\right)^{l} \bar{P}_{n}(\mathbf{x})\right|_{T_{1} \cap T_{2}}
\end{gathered}
$$

for $0 \leq l \leq r$. It follows that

$$
\left.\left(D_{\mathbf{z}_{1}-\mathbf{y}_{1}}\right)^{l} \bar{Q}_{n}(\mathbf{x})\right|_{T_{1} \cap T_{2}}=\frac{n!}{(n-l)!} \sum_{\substack{\left(\beta_{1}, \beta_{2}, \beta_{3}, 0\right) \\|\beta|=n}} \Delta_{4}^{l} b_{\beta} \bar{\Phi}_{\beta}^{(n, n)}(\nu(\mathbf{x}))
$$

where $\nu(\mathbf{x})=\left(\nu_{1}(\mathbf{x}), \nu_{2}(\mathbf{x}), \nu_{3}(\mathbf{x}), 0\right)$ and

$$
\begin{aligned}
& \left.\left(\mu_{2}^{0} D_{\mathbf{x}_{2}-\mathbf{x}_{1}}+\mu_{3}^{0} D_{\mathbf{x}_{3}-\mathbf{x}_{1}}+\mu_{4}^{0} D_{\mathbf{x}_{4}-\mathbf{x}_{1}}\right)^{l} \bar{P}_{n}(\mathbf{x})\right|_{T_{1} \cap T_{2}} \\
= & \sum_{\substack{\gamma=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right) \\
|\gamma|=l}} \frac{l!}{\gamma!}\left(\mu_{1}^{0}\right)^{\gamma_{1}}\left(\mu_{2}^{0}\right)^{\gamma_{2}}\left(\mu_{3}^{0}\right)^{\gamma_{3}} \times \\
& \left.\left(D_{\mathbf{x}_{2}-\mathbf{x}_{1}}\right)^{\gamma_{1}}\left(D_{\mathbf{x}_{2}-\mathbf{x}_{1}}\right)^{\gamma_{2}}\left(D_{\mathbf{x}_{4}-\mathbf{x}_{1}}\right)^{\gamma_{3}} \bar{P}_{n}(\mathbf{x})\right|_{T_{1} \cap T_{2}} \\
= & \sum_{\substack{\gamma=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right) \\
\gamma \gamma \mid=l}} \frac{l!}{\gamma!}\left(\mu_{1}^{0}\right)^{\gamma_{1}}\left(\mu_{2}^{0}\right)^{\gamma_{2}}\left(\mu_{3}^{0}\right)^{\gamma_{3}} \frac{n!}{\left(n-\beta_{1}-\beta_{2}\right)!} \frac{n!}{\left(n-\beta_{3}\right)!} \times \\
& \sum_{\substack{\beta=\left(\beta_{1}, \overline{2}_{2}, \beta_{3}, 0\right) \\
|\beta|=n-\gamma_{1}-\gamma_{2}}} \Delta_{21}^{\gamma_{1}} \Delta_{31}^{\gamma_{2}} \Delta_{41}^{\gamma_{3}} a_{\beta} \bar{\Phi}_{\beta}^{\left(n-\gamma_{1}-\gamma_{2}, 0\right)}(\mu(\mathbf{x})) \\
= & \sum_{\substack{\beta=\left(\beta_{1}, \beta_{2}, \beta_{3}\right) \\
(\beta \mid=l}} \frac{l!}{\beta!}\left(\mu_{1}^{0}\right)^{\beta_{1}}\left(\mu_{2}^{0}\right)^{\beta_{2}}\left(\mu_{3}^{0}\right)^{\beta_{3}} \frac{n!}{\left(n-\beta_{1}-\beta_{2}\right)!} \frac{n!}{\left(n-\beta_{3}\right)!} \times \\
& \sum_{\substack{\gamma=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}, 0\right) \\
|\gamma|=n}} \Delta_{21}^{\beta_{1}} \Delta_{31}^{\beta_{2}} \Delta_{4}^{\beta_{3}} \mathbf{R}^{\beta_{1}+\beta_{2}} a_{\beta} \bar{\Phi}_{\gamma}^{(n, 0)}(\mu(\mathbf{x}))
\end{aligned}
$$

where $\mu(\mathbf{x})=\left(\mu_{1}(\mathbf{x}), \mu_{2}(\mathbf{x}), \mu_{3}(\mathbf{x}), 0\right)=\nu(\mathbf{x})$ and

$$
\mathbf{R}^{\beta_{1}+\beta_{2}} a_{\gamma}=\sum_{\substack{|\alpha|=n-\beta_{1}-\beta_{2} \\ \alpha \leq \gamma}} a_{\alpha} \frac{\binom{\gamma}{\alpha}}{\binom{n}{\beta_{1}+\beta_{2}}} .
$$

Therefore we have the following
LEMMA 3.3.8. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{align*}
\Delta_{4}^{l} b_{\gamma}= & \sum_{\substack{\beta=\left(\beta_{1}, \beta_{2}, \beta_{3}\right) \\
|\beta|=l}} \frac{l!}{\beta!} \frac{n!(n-l)!}{\left(n-\beta_{1}-\beta_{2}\right)!\left(n-\beta_{3}\right)!} \times  \tag{3.3.5}\\
& \left(\mu_{2}^{0} \Delta_{21}\right)^{\beta_{1}}\left(\mu_{3}^{0} \Delta_{31}\right)^{\beta_{2}}\left(\mu_{4}^{0} \Delta_{4}\right)^{\beta_{3}} \mathbf{R}^{\beta_{1}+\beta_{2}} a_{\gamma}
\end{align*}
$$

for $\gamma=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}, 0\right)$ with $|\gamma|=n$ and $0 \leq l \leq r$.
The following figures 3.11a and 3.11b indicate the supports of the $C^{1}$ and $C^{2}$ smoothness conditions.


Figure 3.11a A support of the $C^{1}$ smoothness condition over two adjacent prisms


Figure 3.11b A support of the $C^{2}$ smoothness condition over two adjacent prisms

We also have the following matching conditions
LEMMA 3.3.9. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{gather*}
\left(D_{\mathbf{z}_{1}-\mathbf{y}_{1}}\right)^{k}\left(D_{\mathbf{y}_{2}-\mathbf{y}_{1}}\right)^{l}\left(D_{\mathbf{y}_{3}-\mathbf{y}_{1}}\right)^{m} \bar{Q}_{n}\left(\mathbf{y}_{1}\right)  \tag{3.3.6}\\
=\left(\lambda_{2}^{0} D_{\mathbf{y}_{2}-\mathbf{y}_{1}}+\lambda_{3}^{0} D_{\mathbf{y}_{3}-\mathbf{y}_{1}}+\lambda_{4}^{0} D_{\mathbf{y}_{4}-\mathbf{y}_{1}}\right)^{k}\left(D_{\mathbf{y}_{2}-\mathbf{y}_{1}}\right)^{l}\left(D_{\mathbf{y}_{3}-\mathbf{y}_{1}}\right)^{m} \bar{P}_{n}\left(\mathbf{y}_{1}\right)
\end{gather*}
$$

for $0 \leq l+m \leq n, 0 \leq k \leq r$.
Proof. Clearly, $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ implies (3.3.6). On the other hand, we have

$$
\begin{aligned}
& \left(D_{\mathbf{z}_{1}-\mathbf{y}_{1}}\right)^{k}\left(D_{\mathbf{y}_{2}-\mathbf{y}_{1}}\right)^{l}\left(D_{\mathbf{y}_{3}-\mathbf{y}_{1}}\right)^{m} \bar{Q}_{n}\left(\mathbf{y}_{1}\right) \\
= & \frac{n!}{(n-k)!} \frac{n!}{(n-l-m)!} \Delta_{21}^{l} \Delta_{31}^{m} \Delta_{4}^{k} b_{(n-j-k, 0,0,0)} \\
= & \frac{n!}{(n-k)!} \frac{n!}{(n-l-m)!} \sum_{\left(\gamma_{1}, \gamma_{2}\right) \leq(l, m)}\binom{l}{\gamma_{1}}\binom{m}{\gamma_{2}}(-1)^{l+m-\gamma_{1}-\gamma_{2}} \Delta_{4}^{k} b_{\left(n-\gamma_{1}-\gamma_{2}, \gamma_{1}, \gamma_{2}, 0\right)}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left(\lambda_{2}^{0} D_{\mathbf{y}_{2}-\mathbf{y}_{1}}+\lambda_{3}^{0} D_{\mathbf{y}_{3}-\mathbf{y}_{1}}+\lambda_{4}^{0} D_{\mathbf{y}_{4}-\mathbf{y}_{1}}\right)^{k}\left(D_{\mathbf{y}_{2}-\mathbf{y}_{1}}\right)^{l}\left(D_{\mathbf{y}_{3}-\mathbf{y}_{1}}\right)^{m} \bar{P}_{n}\left(\mathbf{y}_{1}\right) \\
& =\left(D_{\mathbf{y}_{2}-\mathbf{y}_{1}}\right)^{l}\left(D_{\mathbf{y}_{3}-\mathbf{y}_{1}}\right)^{m} \sum_{\substack{\gamma=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right) \\
|\gamma|=k}} \frac{k!}{\gamma!}\left(\lambda_{2}^{0} D_{\mathbf{y}_{2}-\mathbf{y}_{1}}\right)^{\gamma_{1}}\left(\lambda_{3}^{0} D_{\mathbf{y}_{3}-\mathbf{y}_{1}}\right)^{\gamma_{2}}\left(\lambda_{4}^{0} D_{\mathbf{y}_{4}-\mathbf{y}_{1}}\right)^{\gamma_{3}} \bar{P}_{n}\left(\mathbf{y}_{1}\right) \\
& =\left(D_{\mathbf{y}_{2}-\mathbf{y}_{1}}\right)^{l}\left(D_{\mathbf{y}_{3}-\mathbf{y}_{1}}\right)^{m} \sum_{\substack{\gamma=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right) \\
|\gamma|=k}} \frac{k!}{\gamma!} \frac{n!}{\left(n-\gamma_{1}-\gamma_{2}\right)!} \frac{n!}{\left(n-\gamma_{3}\right)!} \times \\
& \left.\sum_{\substack{\beta=\left(\beta_{1}, \beta_{2}, \beta_{3}, 0\right) \\
1 \beta==n}}\left(\lambda_{2}^{0} \Delta_{21}\right)^{\gamma_{1}}\left(\lambda_{3}^{0} \Delta_{31}\right)^{\gamma_{2}}\left(\lambda_{4}^{0} \Delta_{4}\right)^{\gamma_{3}} \mathbf{R}^{\gamma_{1}+\gamma_{2}} a_{\beta} \bar{\Phi}_{\beta}^{(n, 0)}(\mu(\mathbf{x}))\right|_{\mathbf{x}=\mathbf{y}_{1}} \\
& =\frac{n!}{(n-l-m)!} \frac{n!}{(n-k)!} \Delta_{21}^{l} \Delta_{31}^{m}\left(\sum_{\substack{\gamma=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right) \\
|r|=k}} \frac{k!}{\gamma!} \frac{(n-k)!}{\left(n-\gamma_{1}-\gamma_{2}\right)!} \frac{n!}{\left(n-\gamma_{3}\right)!} \times\right. \\
& \left.\left(\lambda_{2}^{0} \Delta_{21}\right)^{\gamma_{1}}\left(\lambda_{3}^{0} \Delta_{31}\right)^{\gamma_{2}}\left(\lambda_{4}^{0} \Delta_{4}\right)^{\gamma_{3}} \mathbf{R}^{\gamma_{1}+\gamma_{2}} a_{(n-l-m, 0,0,0)}\right) \\
& =\frac{n!}{(n-l-m)!} \frac{n!}{(n-k)!} \sum_{\left(\beta_{1}, \beta_{2}\right) \leq(l, m)}\binom{l}{\beta_{1}}\binom{m}{\beta_{2}}(-1)^{l+m-\beta_{1}-\beta_{2}} \times \\
& \sum_{\substack{\gamma=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right) \\
1 \gamma 1=k}} \frac{k!}{} \frac{(n-k)!}{\left(n-\gamma_{1}-\gamma_{2}\right)!} \frac{n!}{\left(n-\gamma_{3}\right)!}\left(\lambda_{2}^{0} \Delta_{21}\right)^{\gamma_{1}}\left(\lambda_{3}^{0} \Delta_{31}\right)^{\gamma_{2}}\left(\lambda_{4}^{0} \Delta_{4}\right)^{\gamma_{3}} \times \\
& \mathbf{R}^{\gamma_{1}+\gamma_{2}} a_{(n-l-m, 0,0,0)} .
\end{aligned}
$$

Hence, we may use the inversion formula to yield (3.3.5). By Lemma 3.3.8, we have established this lemma.
$4^{\circ}$. Suppose that $\bar{P}_{n}$ and $\bar{Q}_{n}$ are defined on two adjacent prisms $T_{1}=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}, \mathbf{y}_{4}\right.$, $\left.\mathbf{y}_{5}, \mathbf{y}_{6}\right\rangle$ and $T_{2}=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{4}, \mathbf{y}_{5}, \mathbf{z}_{3}, \mathbf{z}_{6}\right\rangle$, respectively, which share a common facet
$T_{1} \cap T_{2}=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{4}, \mathbf{y}_{5}\right\rangle$. Write

$$
\bar{P}_{n}(\mathbf{x})=\sum_{\beta \in \bar{\Lambda}_{n}} a_{\beta} \bar{\Phi}_{\beta}^{(n, n)}(\mu(\mathbf{x}))
$$

and

$$
\bar{Q}_{n}(\mathbf{x})=\sum_{\beta \in \bar{\Lambda}_{n}} b_{\beta} \bar{\Phi}_{\beta}^{(n, n)}(\nu(\mathbf{x}))
$$

where $\mu(\mathbf{x})=\left(\mu_{1}(\mathbf{x}), \mu_{2}(\mathbf{x}), \mu_{3}(\mathbf{x}), \mu_{4}(\mathbf{x})\right)$ is the barycentric coordinate of $\mathbf{x}$ with respect to $T_{1}$, and $\nu(\mathbf{x})=\left(\nu_{1}(\mathbf{x}), \nu_{2}(\mathbf{x}), \nu_{3}(\mathbf{x}), \nu_{4}(\mathbf{x})\right)$ is the barycentric coordinate of $\mathbf{x}$ with respect to $T_{2}$. The following Figure 3.12 shows the orientation of the vertices of $T_{1}$ and $T_{2}$.


Figure 3.12 The orientation of the vertices of two prisms
Let $F$ be a function defined by

$$
F(\mathbf{x})= \begin{cases}\bar{P}_{n}(\mathbf{x}) & \text { if } \mathbf{x} \in T_{1} \\ \bar{Q}_{n}(\mathbf{x}) & \text { if } \mathbf{x} \in T_{2}\end{cases}
$$

Write $\mathbf{z}_{3}=\mu_{1}^{0} \mathbf{y}_{1}+\mu_{2}^{0} \mathbf{y}_{2}+\mu_{3}^{0} \mathbf{y}_{3}+\mu_{4}^{0}\left(\mathbf{y}_{4}-\mathbf{y}_{1}\right)$ with $\mu_{1}^{0}+\mu_{2}^{0}+\mu_{3}^{0}=1$.
Then, clearly, $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{gathered}
\left.\left(D_{\mathbf{z}_{3}-\mathbf{y}_{1}}\right)^{l} \bar{Q}_{n}\right|_{T_{1} \cap T_{2}} \\
=\left.\left(\mu_{2}^{0} D_{\mathbf{y}_{2}-\mathbf{y}_{1}}+\mu_{3}^{0} D_{\mathbf{y}_{3}-\mathbf{y}_{1}}+\mu_{4}^{0} D_{\mathbf{y}_{4}-\mathbf{y}_{1}}\right)^{l} \bar{P}_{n}\right|_{T_{1} \cap T_{2}}
\end{gathered}
$$

It is easy to verify that

$$
\left.\left(D_{\mathbf{z}_{3}-\mathbf{y}_{1}}\right)^{l} \bar{Q}_{n}\right|_{T_{1} \cap T_{2}}=\left.\frac{n!}{(n-l)!} \sum_{k=0}^{n} \sum_{i+j=n-l} \Delta_{31}^{l} b_{(i, j, 0, k)} \bar{\Phi}_{(i, j, 0, k)}^{(n-l, n)}(\mu(\mathbf{x}))\right|_{T_{1} \cap T_{2}}
$$

and

$$
\begin{aligned}
& \left.\left(\mu_{2}^{0} D_{\mathbf{y}_{2}-\mathbf{y}_{1}}+\mu_{3}^{0} D_{\mathbf{y}_{3}-\mathbf{y}_{1}}+\mu_{4}^{0} D_{\mathbf{y}_{4}-\mathbf{y}_{1}}\right)^{l} P_{n}\right|_{T_{1} \cap T_{2}} \\
& =\left.\sum_{\substack{\gamma=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right) \\
\mid \gamma=l}} \frac{l!}{\gamma!}\left(\mu_{1}^{0} D_{\mathbf{y}_{2}-\mathbf{y}_{1}}\right)^{\gamma_{1}}\left(\mu_{2}^{0} D_{\mathbf{y}_{3}-\mathbf{y}_{1}}\right)^{\gamma_{2}}\left(\mu_{3}^{0} D_{\mathbf{y}_{4}-\mathbf{y}_{1}}\right)^{\gamma_{3}} P_{n}\right|_{T_{1} \cap T_{2}} \\
& =\sum_{\substack{\beta=\left(\beta_{1}, \beta_{2}, \beta_{3}\right) \\
|\beta|=l}} \frac{l!}{\beta!} \frac{n!}{\left(n-\beta_{1}-\beta_{2}\right)!} \frac{n!}{\left(n-\beta_{3}\right)!} \times \\
& \sum_{\substack{\alpha=\left(\alpha_{1}, \alpha_{2}, 0, \alpha_{4}\right) \\
\alpha_{1} \\
\alpha_{1}+\alpha_{2}=n-\beta_{1} \\
\alpha_{4} \leq n-\beta_{2}}}\left(\mu_{2}^{0} \Delta_{21}\right)^{\beta_{1}}\left(\mu_{3}^{0} \Delta_{31}\right)^{\beta_{2}}\left(\mu_{4}^{0} \Delta_{4}\right)^{\beta_{3}} a_{\alpha} \bar{\Phi}^{\left(n-\beta_{1}-\beta_{2}, n-\beta_{3}\right)}(\nu(\mathbf{x}))
\end{aligned}
$$

where $\nu(\mathbf{x})=\left(\nu_{1}, \nu_{2}, 0, \nu_{3}\right)$ with $\nu_{1}+\nu_{2}=1$ and $0 \leq \nu_{3} \leq 1$.
By recalling the degree raising operator $\mathbf{R}$ from $\S 2.3$, we have the following
LEMMA 3.3.10. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{align*}
& \Delta_{31}^{l} b_{(i, j, 0, k)}=\sum_{\substack{\beta=\left(\beta_{1}, \beta_{2}, \beta_{3}\right) \\
\mid \beta=l}} \frac{l!}{\beta!} \frac{n!(n-l)!}{\left(n-\beta_{1}-\beta_{2}\right)!\left(n-\beta_{3}\right)!}\left(\mu_{2}^{0} \Delta_{21}\right)^{\beta_{1}}\left(\mu_{3}^{0} \Delta_{31}\right)^{\beta_{2}}\left(\mu_{4}^{0} \Delta_{4}\right)^{\beta_{3}} \\
& 3.7)  \tag{3.3.7}\\
& \quad \times \sum_{m=0}^{k} \frac{\binom{k}{m}\binom{n-k}{n-\beta_{3}-m}}{\binom{n}{\beta_{3}}} \mathbf{R}^{\beta_{1}+\beta_{2}} a_{(i, j, 0, m)}
\end{align*}
$$

for $i+j=n-l, 0 \leq k \leq n, 0 \leq l \leq r$.
The supports of the $C^{1}$ and $C^{2}$ smoothness conditions (3.3.7) are shown as in Figure 3.13a and Figure 3.13b.


Figure 3.13a A support of the $C^{1}$ smoothness condition over neighboring prisms


Figure 3.13b A support of the $C^{2}$ smoothness condition over neighboring prisms

We have the following matching conditions.
LEMMA 3.3.11. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{gather*}
\left(D_{\mathbf{z}_{3}-\mathbf{y}_{1}}\right)^{k}\left(D_{\mathbf{y}_{2}-\mathbf{y}_{1}}\right)^{l}\left(D_{\mathbf{y}_{4}-\mathbf{y}_{1}}\right)^{m} \bar{Q}_{n}\left(\mathbf{y}_{1}\right)  \tag{3.3.8}\\
=\left(\mu_{2}^{0} D_{\mathbf{y}_{2}-\mathbf{y}_{1}}+\mu_{3}^{0} D_{\mathbf{y}_{3}-\mathbf{y}_{1}}+\mu_{4}^{0} D_{\mathbf{y}_{4}-\mathbf{y}_{1}}\right)^{k}\left(D_{\mathbf{y}_{2}-\mathbf{y}_{1}}\right)^{l}\left(D_{\mathbf{y}_{4}-\mathbf{y}_{1}}\right)^{m} \bar{P}_{n}\left(\mathbf{y}_{1}\right)
\end{gather*}
$$

for $0 \leq m \leq n, 0 \leq l \leq n-k, 0 \leq k \leq r$.
The proof is similar to the counterpart of other cases. We omit it here.
$5^{\circ}$. Suppose that the polynomials $\bar{P}_{n}$ and $\tilde{Q}_{n}$ are defined on a prism $T_{1}=$ $\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}, \mathbf{y}_{4}, \mathbf{y}_{5}, \mathbf{y}_{6}\right\rangle$ and a parallelepiped $T_{2}=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{4}, \mathbf{y}_{5}, \mathbf{z}_{1}, \mathbf{z}_{2}, \mathbf{z}_{3}, \mathbf{z}_{4}\right\rangle$, respectively, which share a common facet $T_{1} \cap T_{2}=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{4}, \mathbf{y}_{5}\right\rangle$. Write

$$
\begin{gathered}
\bar{P}_{n}(\mathbf{x})=\sum_{\beta \in \bar{\Lambda}_{n}} a_{\beta} \bar{\Phi}_{\beta}^{(n, n)}(\mu(\mathbf{x})) \\
\tilde{Q}_{n}(\mathbf{x})=\sum_{\alpha \leq(n, n, n)} b_{\alpha} \tilde{\Phi}_{\alpha}^{(n, n, n)}(\nu(\mathbf{x}))
\end{gathered}
$$

where $\mathbf{x}=\mu_{1} \mathbf{y}_{1}+\mu_{2} \mathbf{y}_{2}+\mu_{3} \mathbf{y}_{3}+\mu_{4}\left(\mathbf{y}_{4}-\mathbf{y}_{1}\right)$ with $\mu_{1}+\mu_{2}+\mu_{3}=1$ and $\mathbf{x}=$ $\mathbf{y}_{1}+\nu_{1}\left(\mathbf{y}_{2}-\mathbf{y}_{1}\right)+\nu_{2}\left(\mathbf{y}_{4}-\mathbf{y}_{1}\right)+\nu_{3}\left(\mathbf{z}_{1}-\mathbf{y}_{1}\right)$. The orientation of the vertices of $T_{1}$ and $T_{2}$ is shown in Figure 3.14.


Figure 3.14 The orientation of the vertices of one prism and one parallelogram

Let $F$ be a function defined by

$$
F(\mathbf{x})= \begin{cases}\bar{P}_{n}(\mathbf{x}) & \text { if } \mathbf{x} \in T_{1} \\ \tilde{Q}_{n}(\mathbf{x}) & \text { if } \mathbf{x} \in T_{2} .\end{cases}
$$

Write $\mathbf{z}_{1}=\mu_{1}^{0} \mathbf{y}_{1}+\mu_{2}^{0} \mathbf{y}_{2}+\mu_{3}^{0} \mathbf{y}_{3}+\mu_{4}^{0}\left(\mathbf{y}_{4}-\mathbf{y}_{1}\right)$ with $\mu_{1}^{0}+\mu_{2}^{0}+\mu_{3}^{0}=1$. Then it is clear that $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\left.\left(D_{\mathbf{z}_{1}-\mathbf{y}_{1}}\right)^{l} \tilde{Q}_{n}\right|_{T_{1} \cap T_{2}}=\left.\left(\mu_{2}^{0} D_{\mathbf{y}_{2}-\mathbf{y}_{1}}+\mu_{3}^{0} D_{\mathbf{y}_{3}-\mathbf{y}_{1}}+\mu_{4}^{0} D_{\mathbf{y}_{4}-\mathbf{y}_{1}}\right)^{l} \bar{P}_{n}\right|_{T_{1} \cap T_{2}}
$$

for $0 \leq l \leq r$. Therefore, we may easily conclude the following
LEMMA 3.3.12. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{align*}
\Delta_{2}^{l} b_{(i, 0, j)}= & \sum_{\substack{\beta=\left(\beta_{1}, \beta_{2}, \beta_{3}\right) \\
1 \beta \mid=l}} \frac{l!}{\beta!} \frac{n!(n-l)!}{\left(n-\beta_{1}-\beta_{2}\right)!\left(n-\beta_{3}\right)!}\left(\mu_{2}^{0} \Delta_{21}\right)^{\beta_{1}}\left(\mu_{3}^{0} \Delta_{31}\right)^{\beta_{2}}\left(\mu_{4}^{0} \Delta_{4}\right)^{\beta_{3}}  \tag{3.3.9}\\
& \quad \times \sum_{m=0}^{j} \frac{\binom{j}{m}\binom{n-j}{n-\beta_{3}-m}}{\binom{n}{\beta_{3}}} \mathbf{R}^{\beta_{1}+\beta_{2}} a_{(i, n-i, 0, m)}
\end{align*}
$$

for $0 \leq i \leq n, 0 \leq j \leq n, 0 \leq l \leq r$.
The supports of the $C^{1}$ and $C^{2}$ smoothness conditions (3.3.9) are shown as in Figure 3.15a and 3.15b.


Figure 3.15a A support of the $C^{1}$ smoothness condition over two patches


Figure 3.15b A support of the $C^{2}$ smoothness condition over two patches

Further, we have
LEMMA 3.3.13. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\begin{gathered}
\left(D_{\mathbf{z}_{1}-\mathbf{y}_{1}}\right)^{k}\left(D_{\mathbf{y}_{2}-\mathbf{y}_{1}}\right)^{l}\left(D_{\mathbf{y}_{4}-\mathbf{y}_{1}}\right)^{m} \tilde{Q}_{n}\left(\mathbf{y}_{1}\right) \\
=\left(\mu_{2}^{0} D_{\mathbf{y}_{2}-\mathbf{y}_{1}}+\mu_{3}^{0} D_{\mathbf{y}_{3}-\mathbf{y}_{1}}+\mu_{4}^{0} D_{\mathbf{y}_{4}-\mathbf{y}_{1}}\right)^{k}\left(D_{\mathbf{y}_{2}-\mathbf{y}_{1}}\right)^{l}\left(D_{\mathbf{y}_{3}-\mathbf{y}_{1}}\right)^{m} \bar{P}_{n}\left(\mathbf{y}_{1}\right)
\end{gathered}
$$

for $0 \leq m \leq n, 0 \leq l \leq n, 0 \leq k \leq r$.
We omit its proof again.
$6^{\circ}$. Suppose that the polynomials $\tilde{P}_{n}$ and $\tilde{Q}_{n}$ are defined on two adjacent parallelepipeds $T_{1}=\left\langle\mathbf{z}_{1}, \mathbf{z}_{2}, \mathbf{z}_{3}, \mathbf{z}_{4}, \mathbf{z}_{5}, \mathbf{z}_{6}, \mathbf{z}_{7}, \mathbf{z}_{8}\right\rangle, T_{2}=\left\langle\mathbf{z}_{1}, \mathbf{z}_{2}, \mathbf{z}_{3}, \mathbf{z}_{4}, \mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}, \mathbf{y}_{4}\right\rangle$ which share a common facet $T_{1} \cap T_{2}=\left\langle\mathbf{z}_{1}, \mathbf{z}_{2}, \mathbf{z}_{3}, \mathbf{z}_{4}\right\rangle$. Write

$$
\tilde{P}_{n}(\mathbf{x})=\sum_{\beta \leq(n, n, n)} a_{\beta} \tilde{\Phi}_{\beta}^{(n, n, n)}(\mu(\mathbf{x}))
$$

and

$$
\tilde{Q}_{n}(\mathbf{x})=\sum_{\alpha \leq(n, n, n)} b_{\alpha} \tilde{\Phi}_{\alpha}^{(n, n, n)}(\nu(\mathbf{x}))
$$

where $\mathbf{x}=\mathbf{z}_{1}+\mu_{1}\left(\mathbf{z}_{2}-\mathbf{z}_{1}\right)+\mu_{2}\left(\mathbf{z}_{3}-\mathbf{z}_{1}\right)+\mu_{3}\left(\mathbf{z}_{5}-\mathbf{z}_{1}\right)$ with $\mu(\mathbf{x})=\left(\mu_{1}, \mu_{2}, \mu_{3}\right)$ and $\mathbf{x}=\mathbf{z}_{1}+\nu_{1}\left(\mathbf{z}_{2}-\mathbf{z}_{1}\right)+\nu_{2}\left(\mathbf{z}_{3}-\mathbf{z}_{1}\right)+\nu_{3}\left(\mathbf{y}_{1}-\mathbf{z}_{1}\right)$ with $\nu(\mathbf{x})=\left(\nu_{1}, \nu_{2}, \nu_{3}\right)$. The orientation of the vertices of $T_{1}$ and $T_{2}$ are shown in Figure 3.16.


Figure 3.16 The orientation of the vertices of two parallelograms

Let $F$ be a function defined by

$$
F(\mathbf{x})= \begin{cases}\tilde{P}_{n}(\mathbf{x}) & \text { if } \mathbf{x} \in T_{1} \\ \tilde{Q}_{n}(\mathbf{x}) & \text { if } \mathbf{x} \in T_{2}\end{cases}
$$

Write $\mathbf{y}_{1}=\mathbf{z}_{1}+\mu_{1}^{0}\left(\mathbf{z}_{2}-\mathbf{z}_{1}\right)+\mu_{2}^{0}\left(\mathbf{z}_{3}-\mathbf{z}_{1}\right)+\mu_{3}^{0}\left(\mathbf{z}_{5}-\mathbf{z}_{1}\right)$. Clearly, $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\left.\left(D_{\mathbf{y}_{1}-\mathbf{z}_{1}}\right)^{l} \tilde{Q}_{n}\right|_{T_{1} \cap T_{2}}=\left.\left(\mu_{1}^{0} D_{\mathbf{z}_{2}-\mathbf{z}_{1}}+\mu_{2}^{0} D_{\mathbf{z}_{3}-\mathbf{z}_{1}}+\mu_{3}^{0} D_{\mathbf{z}_{5}-\mathbf{z}_{1}}\right)^{l} \tilde{P}_{n}\right|_{T_{1} \cap T_{2}}
$$

for $0 \leq l \leq r$. It follows that

$$
\left.\left(D_{\mathbf{y}_{1}-\mathbf{z}_{1}}\right)^{l} \tilde{Q}_{n}\right|_{T_{1} \cap T_{2}}=\left.\frac{n!}{(n-l)!} \sum_{(i, j) \leq(n, n)} \Delta_{3}^{l} b_{(i, j, 0)} \tilde{\Phi}_{(i, j, 0)}^{(n, n, 0)}(\nu(\mathbf{x}))\right|_{T_{1} \cap T_{2}}
$$

and

$$
\begin{aligned}
& \left.\left(\mu_{1}^{0} D_{\mathbf{z}_{2}-\mathbf{z}_{1}}+\mu_{2}^{0} D_{\mathbf{z}_{3}-\mathbf{z}_{1}}+\mu_{3}^{0} D_{\mathbf{z}^{5}-\mathbf{z}_{1}}\right)^{l} \tilde{P}_{n}\right|_{T_{1} \cap T_{2}} \\
= & \sum_{\substack{\beta=\left(\beta_{1}, \beta_{2}, \beta_{3}\right) \\
|\beta|=l}} \frac{l!}{\beta!} \frac{n!}{\left(n-\beta_{1}\right)!} \frac{n!}{\left(n-\beta_{2}\right)!} \frac{n!}{\left(n-\beta_{3}\right)!} \times \\
= & \sum_{\substack{\left.(i, j, j) \leq\left(n-\beta_{1}, n-\beta_{2}, 0\right) \\
\mid=\beta_{1}, \beta_{3}\right)}} l!\binom{n}{\beta_{1}}\binom{n}{\beta_{2}}\binom{n}{\beta_{3}} \sum_{(i, j, 0) \leq(n, n, 0)}\left(\mu_{1}^{0} \Delta_{1}\right)^{\beta_{1}}\left(\mu_{2}^{0} \Delta_{2}\right)^{\beta_{2}}\left(\mu_{3}^{0} \Delta_{2}\right)^{\beta_{2}}\left(\mu_{3}^{0} \Delta_{3}\right)^{\beta_{3}} a_{(i, j, 0)} \tilde{\Phi}_{(i, j, 0)}^{\left(n-\beta_{1}, n-\beta_{2}, 0\right)}(\mu(\mathbf{x})) \\
& \times\left.\overline{\mathbf{R}}_{1}^{\beta_{1}} \overline{\mathbf{R}}_{2}^{\beta_{3}} a_{(i, j, 0)} \tilde{\Phi}_{(i, j, 0)}^{(n, n, 0)}(\mu(\mathbf{x}))\right|_{T_{1} \cap T_{2}}
\end{aligned}
$$

Therefore, we have the following
LEMMA 3.3.14. $F \in C^{r}\left(T_{1} \cup T_{2}\right)$ if and only if

$$
\Delta_{3}^{l} b_{(i, j, 0)}=\sum_{\substack{\beta=\left(\begin{array}{c}
\left.\beta_{1}, \beta_{2}, \beta_{2}\right) \\
|\beta|=l \\
\hline
\end{array}\right.}} \frac{\binom{n}{\beta_{1}}}{}\binom{n}{\beta_{2}}\binom{n}{\beta_{3}}\left(\mu_{1}^{0} \Delta_{1}\right)^{\beta_{1}}\left(\mu_{2}^{0} \Delta_{2}\right)^{\beta_{2}}\left(\mu_{3}^{0} \Delta_{3}\right)^{\beta_{3}} \overline{\mathbf{R}}_{1}^{\beta_{1}} \overline{\mathbf{R}}_{2}^{\beta_{3}} a_{(i, j, 0)}
$$

for $0 \leq i, j \leq n, 0 \leq l \leq r$, where $\overline{\mathbf{R}}_{1}, \overline{\mathbf{R}}_{2}$ are degree raising operators acting on the first and second indices of $a_{i j}$, respectively.

### 3.4. Vertex Splines with Smoothness Order One and Degree Seven

In this section, the region $R \subset \mathbb{R}^{3}$ of interest is assumed to be a simplicial partition (cf. [39]). Hence, the partition $\triangle$ of $R$ consists only of tetrahedra. Let $S_{7}^{1}:=S_{7}^{1}(\triangle)$ be the space of all spline functions of smoothness order one and degree seven; i.e.,

$$
S_{7}^{1}(\triangle)=\left\{s \in C^{1}(R):\left.s\right|_{t} \in \mathbb{P}_{7}, t \in \triangle\right\}
$$

where $\mathbb{P}_{7}$ denotes the space of all polynomials of total degree $\leq 7$, and $t$ denotes a tetrahedron of $\triangle$. In this section, we are going to construct a collection of vertex splines in $S_{7}^{1}$ that spans a useful subspace of $S_{7}^{1}$. In order to construct locally supported splines in $S_{7}^{1}$, the partition $\triangle$ of $R$ has to satisfy an additional assumption which will be given below. In that case, the full approximation order of $S_{7}^{1}$ can be realized by using the subspace spanned by this collection of vertex splines.

Let us begin our discussion by introducing more notations and lemmas besides the auxiliary results from the previous sections.

Let $\mathcal{V}, \mathcal{E}, \mathcal{F}$, and $\mathcal{T}$ be the collections of all vertices, edges, facets, and tetrahedra of $\triangle$, respectively. We label $\mathcal{V}=\left\{\mathbf{v}_{1}, \cdots, \mathbf{v}_{N}\right\}$. Then for each edge $e \in \mathcal{E}$ with vertices $\mathbf{v}_{i}$ and $\mathbf{v}_{j}$, we assign a direction to $e$, say $e=\left\langle\mathbf{v}_{e, 1}, \mathbf{v}_{e, 2}\right\rangle$, where

$$
\mathbf{v}_{e, 1}=\mathbf{v}_{\min \{i, j\}} \quad \text { and } \mathbf{v}_{e, 2}=\mathbf{v}_{\max \{i, j\}} .
$$

Similarly, for each facet $f \in \mathcal{F}$ with vertices $\mathbf{v}_{i}, \mathbf{v}_{j}, \mathbf{v}_{k}$, we rewrite it as $f=$ $\left\langle\mathbf{v}_{f, 1}, \mathbf{v}_{f, 2}, \mathbf{v}_{f, 3}\right\rangle$, where

$$
\mathbf{v}_{f, 1}=\mathbf{v}_{\min \{i, j, k\}} \quad \mathbf{v}_{f, 3}=\mathbf{v}_{\max \{i, j, k\}}
$$

and $\mathbf{v}_{f, 2}$ is the remaining one.
For a vertex $\mathbf{v} \in V$, let $t_{\mathbf{v}, i} \in T, i=1, \cdots, l(\mathbf{v})$ be the tetrahedra in $\triangle$ that share the common vertex $\mathbf{v}$ and denote them by

$$
t_{\mathbf{v}, i}=\left\langle\mathbf{v}, \mathbf{x}_{\mathbf{v}, i}, \mathbf{y}_{\mathbf{v}, i}, \mathbf{z}_{\mathbf{v}, i}\right\rangle, i=1, \cdots, l(\mathbf{v}) .
$$

For each edge $e=\left\langle\mathbf{v}_{e, 1}, \mathbf{v}_{e, 2}\right\rangle$, let $t_{e, i} \in T, i=1, \cdots, l(e)$, be the tetrahedra in $\triangle$ which have $e$ as their common edge. We rearrange $t_{e, i}$ if necessary and denote

$$
t_{e, i}=\left\langle\mathbf{v}_{e, 1}, \mathbf{v}_{e, 2}, \mathbf{v}_{e, i+2}, \mathbf{v}_{e, i+3}\right\rangle, i=1, \cdots, l(e) .
$$

When $e$ is an interior edge, $\mathbf{v}_{e, 3+l(e)}:=\mathbf{v}_{e, 3}$.
For each facet $f=\left\langle\mathbf{v}_{f, 1}, \mathbf{v}_{f, 2}, \mathbf{v}_{f, 3}\right\rangle$, let $t_{f, 1}=\left\langle f, \mathbf{u}_{f}\right\rangle$ and $t_{f, 2}=\left\langle f, \mathbf{w}_{f}\right\rangle$ be two tetrahedra in $\triangle$ that share $f$ as a common facet, if $f$ is an interior facet and let $t_{f, 1}=\left\langle f, \mathbf{u}_{f}\right\rangle$ be the tetrahedron in $\triangle$ containing $f$ if $f$ is a boundary facet.

An interior edge $e$ is said to be singular if $\left\langle\mathbf{v}_{e, 1}, \mathbf{v}_{e, 2}, \mathbf{v}_{e, 3}\right\rangle \|\left\langle\mathbf{v}_{e, 1}, \mathbf{v}_{e, 2}, \mathbf{v}_{e, 5}\right\rangle$, and $\left\langle\mathbf{v}_{e, 1}, \mathbf{v}_{e, 2}, \mathbf{v}_{e, 4}\right\rangle \|\left\langle\mathbf{v}_{e, 1}, \mathbf{v}_{e, 2}, \mathbf{v}_{e, 6}\right\rangle$ and $l(e)=4$. And we say that an interior vertex $\mathbf{v}$ a singular vertex if $l(\mathbf{v})=8$ and only 6 edges emanate from $\mathbf{v}$ with three distinct slopes.

Our construction of the vertex splines in $S_{7}^{1}(\triangle)$ is based on an additional assumption that each interior edge of $\triangle$ satisfies one of the following two conditions:
$1^{\circ} l(e)$ is odd, or
$2^{\circ} l(e)$ is 4 and $e$ is singular.

Example 3.2. The following example (cf. Figure 3.17) gives a partition $\triangle$ of the unit cube satisfying the above requirement.


Figure 3.17 A partition of the unit cube

Remark: Although the above assumption seems to be quite strong, it is necessary to make such an assumption in order to construct locally supported spline functions in $S_{7}^{1}(\triangle)$. Otherwise, the support of some basic spline functions in $S_{7}^{1}(\triangle)$ may no longer be local in general. Indeed, let $T$ stand for a triangulation of a hyperplane domain $D \subset \mathbb{R}^{3}$ and let $\mathbf{v}$ be a point in $\mathbb{R}^{3}$ which does not lie on $D$. Connecting $\mathbf{v}$ to each vertex of $T$, we obtain a simplicial partition region $\triangle_{0}$. Clearly, the fourth layer of B-nets of a locally supported spline function in $S_{7}^{1}\left(\triangle_{0}\right)$ attached at vertex $\mathbf{v}$ is the B-nets of a local supported spline in $S_{4}^{1}(T)$. It is known that some of basis splines of $S_{4}^{1}(T)$ are no longer of being local for arbitrary triangulation. (cf. [4, 36].)

Next, we consider piecewise polynomials of total degree 2 defined on $\cup_{i=1}^{l(e)} t_{e, i}$ around edge $e$. Let $F$ be a piecewise polynomial function defined by

$$
\left.F(\mathbf{x})\right|_{\mathbf{x} \in \epsilon_{e, i}}=\sum_{|\alpha|=2} a_{\alpha}^{i} \Phi_{\alpha}(\lambda)
$$

where $\lambda=\left(\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}\right)$ and $\mathbf{x}=\lambda_{1} \mathbf{v}_{e, 1}+\lambda_{2} \mathbf{v}_{e, 2}+\lambda_{3} \mathbf{v}_{e, i+2}+\lambda_{4} \mathbf{v}_{e, i+3}$ with $\lambda_{1}+\lambda_{2}+$ $\lambda_{3}+\lambda_{4}=1$. In the following lemmas, we will always assume that
(i) $a_{\alpha}^{i}$ with $\alpha_{1} \geq 1$ are given and satisfy the $C^{1}$ smoothness condition, $i=$ $1, \cdots, l(e)$, and
(ii) $a_{(0,0,2,0)}^{i}, a_{(0,0,0,2)}^{i}$ are given, $i=1, \cdots, l(e)$ and $a_{(0,0,0,2)}^{i}=a_{(0,0,2,0)}^{i+1}, i=1, \cdots, l(e)$ with $a_{(0,0,0,2)}^{l(e)+3}=a_{(0,0,2,0)}^{1}$ if $e$ is an interior edge.

LEMMA 3.4.1. Suppose $e$ is a boundary edge of $\triangle$ and both (i) and (ii) hold. The for any given $a_{(0,2,0,0)}^{1}, a_{(0,0,1,1)}^{1}, a_{(0,1,1,0)}^{1}$, and $a_{(0,1,0,1)}^{1}$, there exists a unique set of $\left\{a_{(0,2,0,0)}^{i}, a_{(0,0,1,1)}^{i}, a_{(0,1,1,0)}^{i}, a_{(0,1,0,1)}^{i}: i=2, \cdots, l(e)\right\}$ such that $F(\mathbf{x}) \in C^{1}$.

Proof. Since $a_{(0,2,0,0)}^{1}, a_{(0,1,1,0)}^{1}, a_{(0,1,0,1)}^{1}$, and $a_{(1,1,0,0)}^{1}$ determine all the first partial derivatives of $F(\mathbf{x})$ at $\mathbf{v}_{e, 2}$ on $t_{e, 1}$, these first partial derivatives can be used to determine all the other $a_{(0,2,0,0)}^{i}, a_{(0,1,1,0)}^{i}, a_{(1,1,0,0)}^{i}$, and $a_{(1,1,0,0)}^{i}, i=2, \cdots, l(e)$ by the method in proof of Proposition 3.1 and all these coefficients satisfy the $C^{1}$ smoothness conditions by Lemma 3.3.3. By using lemma 3.3.1 and arbitrarily fixing $a_{(0,0,1,1)}^{1}$, we can determine the other $a_{(0,0,1,1)}^{i}, i=1, \cdots, l(e)$. Therefore, $F(\mathbf{x}) \in C^{1}$ which completes the proof.

LEMMA 3.4.2. Suppose that $e$ is an interior edge and both (i) and (ii) hold. Further, suppose $l(e)$ is an odd integer. Then for any given $a_{(0,2,0,0)}^{1}, a_{(0,1,0,1)}^{1}, a_{(0,1,1,0)}^{1}$, there exists a unique set of $\left\{a_{(0,2,0,0)}^{i}, a_{(0,1,0,1)}^{i}, a_{(0,1,1,0)}^{i}: i=2, \cdots, l(e)\right\} \cup\left\{a_{(0,0,1,1)}^{i}\right.$ : $i=1, \cdots, l(e)\}$ such that $F(\mathbf{x}) \in C^{1}$.

Proof. Clearly, $a_{(0,2,0,0)}^{1}, a_{(0,1,0,1)}^{1}, a_{(0,1,1,0)}^{1}$, and $a_{(1,1,0,0)}^{1}$ determine all the three first derivative values of $\left.F\right|_{t_{e, 1}}$ at $\mathbf{v}_{e, 2}$. By using these derivatives and the function value of $F$ at $\mathbf{v}_{e, 2}$, we may determine all other $a_{(0,2,0,0)}^{i}, a_{(0,1,0,1)}^{i}$, and $a_{(0,1,1,0)}^{i}, i=1, \cdots, l(e)$ by the method in proof of Proposition 3.1 and ensure that $F \in C^{1}\left(\mathbf{v}_{e, 2}\right)$ by Lemma 3.3.3.

In order to have $F \in C^{1}$, we know that $a_{(0,0,1,1)}^{i}, i=1, \cdots, l(e)$ must satisfy the following conditions, by using $C^{1}$ smoothness condition (3.3.1),

$$
a_{(0,0,1,1)}^{i+1}+\frac{\operatorname{vol}\left(t_{e, i+1}\right)}{\operatorname{vol}\left(t_{e, i}\right)} a_{(0,0,1,1)}^{i}=c_{i}, i=1, \cdots, l(e) .
$$

Here $a_{(0,0,1,1)}^{l(e)+1}=a_{(0,0,1,1)}^{1}, t_{e, l(e)+1}=t_{e, 1}$, and $\operatorname{vol}\left(t_{e, i}\right), \operatorname{vol}\left(t_{e, i+1}\right)$ denote the volumes of $t_{e, i}, t_{e, i+1}$, respectively, $c_{i}, i=1, \cdots, l(e)$ are certain constants involved only the known $a_{\alpha}^{i}$ 's.

We can easily verify that the determinant of the coefficient matrix of the system of linear equations above is 2 . Therefore, we have a unique solution set $\left\{a_{(0,0,1,1)}^{i}: i=\right.$ $1, \cdots, l(e)\}$. Hence, we have established the above lemma.

LEMMA 3.4.3. Suppose that $e$ is singular and both (i) and (ii) hold. Then for any given $a_{(0,2,0,0)}^{1}, a_{(0,1,0,1)}^{1}, a_{(0,1,1,0)}^{1}$, and $a_{(0,0,1,1)}^{1}$, there exists a unique set of $\left\{a_{(0,2,0,0)}^{i}\right.$, $\left.a_{(0,1,0,1)}^{i}, a_{(0,1,1,0)}^{i}, a_{(0,0,1,1)}^{i}: i=1, \cdots, 4\right\}$ such that $F(\mathbf{x}) \in C^{1}$.

Proof. First, $a_{(0,2,0,0)}^{i}, a_{(0,1,0,1)}^{i}$, and $a_{(0,1,1,0)}^{i}$ may be determined by using $\left\{a_{(0,2,0,0)}^{1}\right.$, $a_{(0,1,0,1)}^{1}$, and $\left.a_{(0,1,1,0)}^{1}, i=2,3,4\right\}$ as before. Then, we can determine $a_{(0,0,1,1)}^{i}, i=$ $2,3,4$, by using the smoothness conditions and $a_{(0,0,1,1)}^{1}$. To verify that $a_{(0,0,1,1)}^{i}, i=$ $1,2,3,4$ satisfy the $C^{1}$ smoothness conditions (3.3.1), we may assume that $a_{(0,2,0,0)}^{i}=$ $0, a_{(0,1,0,1)}^{i}=0$, and $a_{(0,1,1,0)}^{i}=0, i=1,2,3,4$. Thus, we only need to verify the following equations that relate $a_{(0,0,1,1)}^{i}, i=1,2,3,4$ (cf. Fig. 3.18)

$$
\begin{aligned}
& a_{(0,0,1,1)}^{2}=\beta_{1} a_{(1,1,0,0)}^{1}+\theta_{1} a_{(0,0,1,1)}^{1} \\
& a_{(0,0,1,1)}^{3}=\beta_{2} a_{(1,1,0,0)}^{2}+\theta_{2} a_{(0,0,1,1)}^{2} \\
& a_{(0,0,1,1)}^{4}=-\frac{\beta_{1}}{\theta_{1}} a_{(1,1,0,0)}^{3}+\frac{1}{\theta_{1}} a_{(0,0,1,1)}^{4} \\
& a_{(0,0,1,1)}^{1}=-\frac{\beta_{2}}{\theta_{2}} a_{(1,1,0,0)}^{4}+\frac{1}{\theta_{2}} a_{(0,0,1,1)}^{4}
\end{aligned}
$$

are consistent, where $\beta_{i}, i=1,2$ and $\theta_{i}, i=1,2$ are certain constants which may be dependent on the geometry of these four tetrahedra (cf. the smoothness conditions (3.3.1)). Since the following two equations

$$
\begin{aligned}
& a_{(0,0,1,1)}^{1}=\beta_{1} a_{(2,0,0,0)}+\theta_{1} a_{(1,1,0,0)}^{4} \\
& a_{(1,1,0,0)}^{3}=\beta_{2} a_{(2,0,0,0)}+\theta_{2} a_{(1,1,0,0)}^{1}
\end{aligned}
$$

also hold, we can easily verify the consistence of the above four equations. Thus, we have established this lemma.


Figure 3.18 Some B-nets of $F$ on $\cup_{i=1}^{4} t_{e, i}$ with singular edge $e$

LEMMA 3.4.4. Suppose that $e$ is a nonsingular interior edge with $l(e)=4$. And suppose that (i) and (ii) are satisfied. For any given $a_{(0,2,0,0)}^{1}, a_{(0,1,1,0)}^{1}, a_{(0,0,1,1)}^{1}$, there exists unique set $\left\{a_{(0,2,0,0)}^{i}, a_{(0,1,0,1)}^{i}, a_{(0,1,1,0)}^{i}, a_{(0,0,1,1)}^{i}: i=2,3,4\right\} \cup\left\{a_{(0,1,0,1)}^{1}\right\}$ such that $F(\mathbf{x}) \in C^{1}$.

Proof. Since $F$ is required to be in $C\left(\cup_{i=1}^{4} t_{e, i}\right)$, we may use $a_{1}, \cdots, a_{6}$ to represent the B-coefficients of $F$ to be determined and $b_{1}, b_{2}, b_{3}, c_{1}, \cdots, c_{4}, d_{1}, \cdots, d_{6}$ are the given B-coefficients of $F$ as shown in Figure 3.19.

By using the smoothness conditions (3.3.1), we obtain the following relations among the $a$ 's, $b$ 's, $c^{\prime}$ 's, and $d$ 's.

$$
\begin{aligned}
& a_{1}=\alpha_{1} a_{5}+\beta_{1} b_{2}+\gamma_{1} b_{1}+\theta_{1} d_{5} \\
& a_{2}=\alpha_{2} b_{3}+\beta_{2} c_{2}+\gamma_{2} a_{1}+\theta_{1} d_{1} \\
& a_{3}=\alpha_{2} b_{2}+\beta_{2} a_{1}+\gamma_{2} b_{1}+\theta_{1} d_{5} \\
& a_{4}=\alpha_{3} a_{2}+\beta_{3} c_{3}+\gamma_{3} a_{3}+\theta_{3} d_{2} \\
& a_{5}=\alpha_{3} a_{1}+\beta_{3} a_{3}+\gamma_{3} b_{1}+\theta_{3} d_{5} \\
& a_{6}=\alpha_{0} a_{4}+\beta_{0} c_{4}+\gamma_{0} a_{5}+\theta_{0} d_{3}
\end{aligned}
$$



Figure 3.19 The B-nets of $F$ on $\cup_{i=1}^{4} t_{e, i}$ with nonsingular edge $e$

$$
\begin{aligned}
& b_{2}=\alpha_{0} a_{3}+\beta_{0} a_{5}+\gamma_{0} b_{1}+\theta_{0} d_{5} \\
& b_{3}=\alpha_{1} a_{6}+\beta_{1} c_{1}+\gamma_{1} b_{2}+\theta_{1} d_{4} \\
& d_{1}=\alpha_{1} d_{3}+\beta_{1} d_{4}+\gamma_{1} d_{5}+\theta_{1} d_{6} \\
& d_{2}=\alpha_{2} d_{4}+\beta_{2} d_{1}+\gamma_{2} d_{5}+\theta_{2} d_{6} \\
& d_{3}=\alpha_{3} d_{1}+\beta_{3} d_{2}+\gamma_{3} d_{5}+\theta_{3} d_{6} \\
& d_{4}=\alpha_{0} d_{2}+\beta_{0} d_{3}+\gamma_{0} d_{5}+\theta_{0} d_{6}
\end{aligned}
$$

where the $\alpha$ 's, $\beta$ 's, $\gamma$ 's, and $\theta$ 's are defined in the following

$$
\begin{aligned}
\mathbf{u} & =\alpha_{0} \mathbf{w}+\beta_{0} \mathbf{x}+\theta_{0} \mathbf{y} \\
\mathbf{v} & =\alpha_{1} \mathbf{x}+\beta_{1} \mathbf{u}+\theta_{1} \mathbf{y} \\
\mathbf{w} & =\alpha_{2} \mathbf{u}+\beta_{2} \mathbf{v}+\theta_{2} \mathbf{y} \\
\mathbf{x} & =\alpha_{3} \mathbf{v}+\beta_{3} \mathbf{w}+\theta_{3} \mathbf{y} .
\end{aligned}
$$

Actually, the $\alpha$ 's, $\beta$ 's, $\gamma$ 's, and $\theta$ 's satisfy the following:

$$
\alpha_{0} \alpha_{1} \alpha_{2} \alpha_{3}=1 ; \quad \beta_{0}=-\frac{\beta_{2}}{\alpha_{2} \alpha_{3}}, \quad \beta_{1}=-\frac{\beta_{3}}{\alpha_{0} \alpha_{3}} ;
$$

$$
\begin{gathered}
\alpha_{0}=\frac{\alpha_{3}+\beta_{2} \alpha_{3}}{\alpha_{2} \alpha_{3}}, \alpha_{1}=\frac{\alpha_{0}+\beta_{0} \alpha_{3}}{\alpha_{0} \alpha_{3}}, \alpha_{2}=\frac{\alpha_{1}+\beta_{0} \alpha_{1}}{\alpha_{0} \alpha_{1}}, \alpha_{3}=\frac{\alpha_{2}+\beta_{1} \alpha_{2}}{\alpha_{1} \alpha_{2}} ; \\
\gamma_{0}=\frac{\beta_{2} \gamma_{3}-\gamma_{2} \alpha_{3}}{\alpha_{2} \alpha_{3}}, \gamma_{1}=\frac{\beta_{3} \gamma_{0}-\gamma_{3} \alpha_{0}}{\alpha_{0} \alpha_{3}}, \gamma_{2}=\frac{\beta_{0} \gamma_{1}-\gamma_{0} \alpha_{1}}{\alpha_{0} \alpha_{1}}, \gamma_{3}=\frac{\beta_{1} \gamma_{2}-\gamma_{1} \alpha_{2}}{\alpha_{1} \alpha_{2}} ;
\end{gathered}
$$

and

$$
\theta_{0}=\frac{\beta_{2} \theta_{3}-\theta_{2} \alpha_{3}}{\alpha_{2} \alpha_{3}}, \theta_{1}=\frac{\beta_{3} \theta_{0}-\theta_{3} \alpha_{0}}{\alpha_{0} \alpha_{3}}, \theta_{2}=\frac{\beta_{0} \theta_{1}-\theta_{0} \alpha_{1}}{\alpha_{0} \alpha_{1}}, \theta_{3}=\frac{\beta_{1} \theta_{2}-\theta_{1} \alpha_{2}}{\alpha_{1} \alpha_{2}} .
$$

We know that the last four equations hold because the assumption (i). We can easily prove that the first eight linear equations that involve the unknowns $a_{1}, \cdots, a_{6}$ have a unique solution by using the relations among the $\alpha$ 's, $\beta$ 's, $\gamma$ 's, and $\theta^{\prime}$ 's. Hence, the proof is complete.

As before, for each edge $e=\left\langle\mathbf{v}_{e, 1}, \mathbf{v}_{e, 2}\right\rangle$, we denote the directional derivatives relative to $e$ by

$$
D_{e}^{\alpha}:=D_{\mathbf{v}_{e, 2}-\mathbf{v}_{e, 1}}^{\alpha_{1}} D_{\mathbf{v}_{e, 3}-\mathbf{v}_{e, 1}}^{\alpha_{2}} D_{\mathbf{v}_{e, 4}-\mathbf{v}_{e, 1}}^{\alpha_{3}}, \alpha \in \mathbb{Z}_{+}^{3}
$$

where the derivatives are taken from inside the tetrahedron.
For each facet $f=\left\langle\mathbf{v}_{f, 1}, \mathbf{v}_{f, 2}, \mathbf{v}_{f, 3}\right\rangle$, we denote the directional derivatives relative to $f$ by

$$
\begin{aligned}
D_{f, 1}^{\beta} & :=D_{\mathbf{v}_{f, 2}-\mathbf{v}_{f, 1}}^{\beta_{1}} D_{\mathbf{v}_{f, 3}-\mathbf{v}_{f, 1}}^{\beta_{2}} \\
D_{f, 2}^{\beta} & :=D_{\mathbf{v}_{f, 1}-\mathbf{v}_{f, 2}}^{\beta_{1}} D_{\mathbf{v}_{f, 3}-\mathbf{v}_{f, 2}} \\
D_{f, 3}^{\beta} & :=D_{\mathbf{v}_{f, 1}-\mathbf{v}_{f, 3}}^{\beta_{1}} D_{\mathbf{v}_{f, 2}-\mathbf{v}_{f, 3}}
\end{aligned}
$$

for any $\beta \in \mathbb{Z}_{+}^{2}$, where the derivatives are taken from inside the facet and

$$
D_{f, 0}^{\alpha}=D_{\mathbf{v}_{f, 2}-\mathbf{v}_{f, 1}}^{\alpha_{1}} D_{\mathbf{v}_{f, 3}-\mathbf{v}_{f, 1}}^{\alpha_{2}} D_{\mathbf{u}_{f}-\mathbf{v}_{f, 1}}^{\alpha_{3}}
$$

for any $\alpha \in \mathbb{Z}_{+}^{3}$, where the derivatives are taken inside the tetrahedron. For each tetrahedron $t=\left\langle\mathbf{v}_{1}, \mathbf{v}_{2}, \mathbf{v}_{3}, \mathbf{v}_{4}\right\rangle$, we denote the directional derivatives relative to $t$ at $\mathbf{v}_{i}$ by

$$
D_{t, i}^{\alpha}=D_{\mathbf{v}_{j}-\mathbf{v}_{i}}^{\alpha_{1}} D_{\mathbf{v}_{k}-\mathbf{v}_{i}}^{\alpha_{2}} D_{\mathbf{v}_{l}-\mathbf{v}_{i}}^{\alpha_{3}}
$$

for any $\alpha \in \mathbb{Z}_{+}^{3}, i=1,2,3,4$, where $\{i, j, k, l\}$ is a permutation of $\{1,2,3,4\}$ and the derivatives are taken inside $t$.

Also, denote

$$
I_{e}=\left\{\begin{array}{lc}
\{(3,1,0),(3,0,1)\} & \text { if } e \text { is an interior edge, } \\
\{(3,1,0),(3,0,1),(2,1,1),(3,1,1)\} & \text { if } e \text { is a boundary edge, or } \\
e \text { is a singular edge } .
\end{array}\right.
$$

and $I_{f, 1}=\{(2,2)\}$ and $I_{f, 0}=\{(2,2,1)\}$.
We are now ready to outline the construction procedure of three types of vertex splines in $S_{7}^{1}(\triangle)$ of interest. They satisfy the following specifications of interpolatory parameters and smoothness conditions.
(I) For each vertex $\mathbf{v}$ of $\mathcal{V}$ and $\gamma \in \mathbb{Z}_{+}^{3}$ with $|\gamma| \leq 3$, let $V_{\mathbf{v}}^{\gamma}$ be a piecewise polynomial function of degree 7 on $\triangle$ satisfying the following:

$$
\begin{equation*}
D^{\alpha} V_{\mathbf{v}}^{\gamma}(\mathbf{u})=\delta_{\alpha, \gamma} \delta_{\mathbf{v}, \mathbf{u}},|\alpha| \leq 3, \mathbf{u} \in \mathcal{V} \tag{I.1}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{f, i}^{\beta} V_{\mathbf{v}}^{\gamma}\right|_{f}\left(\mathbf{v}_{f, i}\right)=0, i=1,2,3, \beta \in I_{f, 1}, f \in \mathcal{F} ; \tag{I.3}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{f, 0}^{\alpha} V_{\mathbf{v}}^{\gamma}\right|_{t_{f, 1}}\left(\mathbf{v}_{f, 1}\right)=0, \alpha \in I_{f, 0}, f \in \mathcal{F} \tag{I.4}
\end{equation*}
$$

(I.5) $\quad V_{\mathbf{v}}^{\boldsymbol{\gamma}}$ satisfies the $C^{1}$ smoothness condition across each facet $f$ of $\mathcal{F}$.

Here and throughout, as usual, the symbol $\delta_{a, b}$ is the Kronecker delta.
(II) For each edge $e$ and $\gamma \in I_{e}$, let $V_{e}^{\gamma}$ be a piecewise polynomial function of degree 7 on $\triangle$ that satisfies the following:

$$
\begin{gather*}
D^{\alpha} V_{e}^{\gamma}(\mathbf{u})=0,|\alpha| \leq 3, \mathbf{u} \in \mathcal{V} ;  \tag{II.1}\\
\left.D_{d}^{\alpha} V_{e}^{\gamma}\right|_{t_{d, 1}}\left(\mathbf{v}_{d, 1}\right)=\delta_{\alpha, \gamma} \delta_{e, d}, \alpha \in I_{e}, d \in \mathcal{E} ; \\
\left.{ }_{f, i} V_{e}^{\gamma}\right|_{f}\left(\mathbf{v}_{f, i}\right)=0, i=1,2,3, \beta \in I_{f, 1}, f \in .  \tag{II.4}\\
\left.D_{f, 0}^{\alpha} V_{e}^{\gamma}\right|_{t_{f, 1}}\left(\mathbf{v}^{f, 1}\right)=0, \alpha \in I_{f, 0}, f \in \mathcal{F} ;
\end{gather*}
$$

$$
\begin{equation*}
V_{e}^{\gamma} \text { satisfies the } C^{1} \text { smoothness condition across each facet } f \text { of } \mathcal{F} \text {. } \tag{II.5}
\end{equation*}
$$

(III) For each $f \in \mathcal{F}$ and $i=0,1,2,3$, let $V_{f, i}$ be a piecewise polynomial function of degree 7 on $\triangle$ that satisfies the following:

$$
\begin{equation*}
D^{\alpha} V_{f}^{i}(\mathbf{u})=0,|\alpha| \leq 3, \mathbf{u} \in \mathcal{V} \tag{III.1}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{e}^{\alpha} V_{f}^{i}\right|_{t_{e, 1}}\left(\mathbf{v}_{e, 1}\right)=0, \alpha \in I_{e}, e \in \mathcal{E} \tag{III.2}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{g, 0}^{\alpha} V_{f}^{i}\right|_{t_{g, 1}}\left(\mathbf{v}_{g, 1}\right)=\delta_{g, f} \delta_{i, 0}, \alpha \in I_{f, 0}, \quad g \in \mathcal{F} ; \tag{III.4}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{g, j}^{\beta} V_{f}^{i}\right|_{g}\left(\mathbf{v}_{g, i}\right)=\delta_{g, f} \delta_{i, j}, j=1,2,3, \beta \in I_{f, 1}, g \in \mathcal{F} ; \tag{III.3}
\end{equation*}
$$

$V_{f}^{i}$ satisfies the $C^{1}$ smoothness condition across each facet $f$ of $\mathcal{F}$.
The outline of constructing vertex spline $V_{\mathbf{v}}^{\gamma}$ is as follows. Let $t=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}, \mathbf{y}_{4}\right\rangle$ be a tetrahedron of $\triangle$.


Figure $3.20 \quad$ Illustration of constructing vertex spline in $S_{7}^{1}(\triangle)$
The B-coefficients of $\left.V_{\mathbf{v}}^{\gamma}\right|_{t}$ on layer $l$ attached to $\mathbf{y}_{i}$ can be determined by the requirements in (I.1), $0 \leq l \leq 3$ and $i=1,2,3,4$. Indeed, we first convert the partial derivatives $D^{\alpha}$ at $\mathbf{y}_{i}$ to the directional derivatives relative to $t$ at $\mathbf{y}_{i}$ and then use the resulting $D_{t, i}^{\alpha}$ 's at $\mathbf{y}_{i}$ to find the B-coefficients of $\left.V_{\mathbf{v}}^{\gamma}\right|_{t}$ on layer $l$ attached to $\mathbf{y}_{i}$, $0 \leq l \leq 3$. By using the requirements in (I.2) and (I.3) and Lemmas 3.4.1-3.4.4, whichever applies, we can choose the B-coefficients of $V_{\mathbf{v}}^{\gamma}$ on layer $l, l=0,1,2$,
around $e$ to satisfy the $C^{1}$ smoothness conditions. Let us use the following example to illustrate what we mean. Consider $e=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}\right\rangle$.(cf. Figure 3.20.) By using the requirements in (I.2), we obtain $a_{(3,3,1,0)}$ and $a_{(3,3,0,1)}$ of $\left.V_{\mathbf{v}}^{\gamma}\right|_{t}$ if $t=t_{e, 1}$. Otherwise, they can be obtained in terms of the B-coefficients $a_{(3,3,1,0)}, a_{(3,3,0,1)}, a_{(4,3,0,0)}$ and $a_{(3,4,0,0)}$ of $\left.V_{\mathbf{v}}^{\gamma}\right|_{t_{e, 1}}$ by using the $C^{1}$ smoothness condition. By using the requirements in (I.3), $a_{(3,2,2,0)}, a_{(3,2,0,2)}, a_{(2,3,2,0)}$ and $a_{(2,3,0,2)}$ are obtained and we may apply Lemmas 3.4.1-3.4.4, whichever applies, to determine $a_{(3,2,1,1)}$ and $a_{(2,3,1,1)}$ if $e$ is an interior edge or if $e$ is a boundary edge but $t \neq t_{e, 1}$ or if $e$ is a singular edge but $t \neq t_{e, 1}$. If $e$ is a boundary edge or a singular edge and $t=t_{e, 1}$, then $a_{(3,2,1,1)}$ and $a_{(2,3,1,1)}$ of $V_{\mathrm{v}}^{\gamma}$ are obtained by using the requirements in (I.2). Similarly, we can determine the remaining coefficients of $V_{\mathbf{v}}^{\gamma}$ on layer $l$ around other edges of $t, 0 \leq l \leq 2$. Finally, we may use the requirements in (I.4) and (I.5) to find $a_{(2,2,2,1)}, a_{(2,2,1,2)}, a_{(2,1,2,2)}$ and $a_{(1,2,2,2)}$ of $V_{\mathbf{v}}^{\gamma}$. Indeed, suppose that $f=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}\right\rangle$. If $t=t_{f, 1}$, then $a_{(2,2,2,1)}$ can be obtained directly by using the requirements in (I.4). If $t \neq t_{f, 1}, a_{(2,2,2,1)}$ of $V_{\mathbf{v}}^{\gamma}$ is determined by using the $C^{1}$ smoothness conditions and the corresponding coefficients of $\left.V_{\mathbf{v}}^{\gamma}\right|_{t^{\prime}}$, where $t^{\prime}$ is the tetrahedron of $\triangle$ which has a common facet $f$ with $t$. The other $a_{(2,2,1,2)}, a_{(2,1,2,2)}$ and $a_{(1,2,2,2)}$ can be determined in a similar manner.

All these steps assume that $V_{\mathbf{v}}^{\gamma} \in C^{1}(R)$ and $V_{\mathbf{v}}^{\gamma} \in C^{3}$ at each vertex of $\triangle$ since it interpolates the data $\delta_{\mathbf{u}, \mathbf{v}} \delta_{\alpha, \gamma},|\alpha| \leq 3$. Therefore, $V_{\mathbf{v}}^{\gamma} \in S_{7}^{1}(\triangle)$ for any $\gamma$ with $|\gamma| \leq 3$.

From the above construction steps, we conclude that the support $S_{\mathrm{v}}$ of $V_{\mathrm{v}}^{\gamma}$ is the union of the tetrahedra of $\triangle$ with $\mathbf{v}$ as the only common vertex.

Similarly, we can see as above that the requirements in (II.1)-(II.6) uniquely determine a piecewise polynomial function $V_{e}^{\gamma} \in S_{7}^{1}(\triangle)$ whose support is the union of all tetrahedra of $\triangle$ sharing $e$.

To prove that the requirements in (III.1)-(III.6) uniquely determine $V_{f, i}$ follows along the lines as the proof for $V_{\mathbf{v}}^{\gamma}$. Hence, the support of $V_{f, i}$ is the union of all tetrahedra of $\triangle$ sharing $f$.

We now consider the space

$$
\begin{aligned}
\widehat{S}_{7}^{1}(\triangle)=\operatorname{span}\{ & \left.V_{\mathbf{v}}^{\gamma}:|\gamma| \leq 3, \mathbf{v} \in \mathcal{V}\right\} \cup\left\{V_{e}^{\gamma}: \gamma \in I_{e}, e \in \mathcal{E}\right\} \\
& \cup\left\{V_{f, i}: i=0,1,2,3, f \in \mathcal{F}\right\}
\end{aligned}
$$

Clearly, $\widehat{S}_{7}^{1}(\triangle)$ is a subspace of $S_{7}^{1}(\triangle)$.
For each sufficiently smooth function $g$, we define

$$
L g(\mathbf{x})=\sum_{\mathbf{v} \in \mathcal{V}} \sum_{|\gamma| \leq 3} D^{\gamma} g(\mathbf{v}) V_{\mathbf{v}}^{\gamma}(\mathbf{x})+\sum_{e \in \mathcal{E}} \sum_{\gamma \in I_{e}} D_{e}^{\gamma} g\left(\mathbf{v}_{e, 1}\right) V_{e}^{\gamma}(\mathbf{x})+\sum_{f \in \mathcal{F}} \sum_{i=0}^{3} D_{f}^{\alpha(i)} g\left(\mathbf{v}_{f, i}\right) V_{f, i}(\mathbf{x}),
$$

where $\alpha(0) \in I_{f, 0}$ and $\alpha(i) \in I_{f, 1}, i=1,2,3$.
We are now ready to derive some properties of the super spline space $\widehat{S}_{7}^{1}(\triangle)$.
LEMMA 3.4.5. $L p=p$ for any polynomial $p$ of total degree $\leq 7$.
Proof. We use mathematical induction on the number of tetrahedra in $\triangle$ to prove this lemma. For $n=1, L$ is an interpolatory operator based on $t$ which is the only tetrahedron of $\triangle$. Since the sets of interpolation conditions associated with each vertex of $t$ are lower sets and induce a partition of $\Lambda_{7}$, we see that $L p=p$ for all $p$ of total degree 7 by Proposition 3.1. Suppose now that the result holds for $m=\#\{t: t \in \triangle\}$. Let $\#\{t: t \in \triangle\}=m+1$ and set $\triangle=\left\{t_{i}: i=1, \cdots, m+1\right\}$. By relabeling if necessary, assume that $t_{m+1}=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle$ has at least one boundary facet, and for the time being, assume that it has only one interior facet $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle$, say. Let $\triangle^{\prime}=\left\{t_{i}: i=1, \cdots, m\right\}=\triangle \backslash\left\{t_{m+1}\right\}$. Observing the uniqueness in Lemma 3.4.1 and applying Theorem 4.1.3 in [39], we can see that the smoothness of $L p$ across $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle$ may be rewritten as appropriate interpolation conditions (directional derivatives related to the edges and related to the facet) such that $\left.L_{\Delta} p\right|_{\Delta^{\prime}}=L_{\Delta^{\prime}} p$ and $\left.L_{\triangle} p\right|_{t_{m+1}}=L_{t_{m+1}} p$, where $L_{\Delta}, L_{\Delta^{\prime}}, L_{t_{m+1}}$ are linear operators $L$ based on $\triangle, \triangle^{\prime}, t_{m+1}$, respectively. By the induction hypothesis, we have $\left.L_{\Delta} p\right|_{\Delta^{\prime}}=p$ and $\left.L_{\Delta}\right|_{t_{m+1}}=p$. Hence, $L p=p$ on $\triangle$. The proof is similar if $t_{m+1}$ contains two or three interior facets. This completes the proof.

If $L g$ is interpreted as

$$
\begin{aligned}
L g(\mathbf{x})= & \sum_{\mathbf{v} \in \mathcal{V}} \sum_{|\gamma| \leq 3} D^{\gamma} g(\mathbf{v}) V_{\mathbf{v}}^{\gamma}(\mathbf{x})+\left.\sum_{e \in \mathcal{E}} \sum_{\gamma \in I_{e}} D_{e}^{\gamma} g\right|_{t_{e, 1}}\left(\mathbf{v}_{e, 1}\right) V_{e}^{\gamma}(\mathbf{x}) \\
& +\left.\sum_{f \in \mathcal{F}} \sum_{i=0}^{3} D_{f, i}^{\alpha(i)} g\right|_{t_{t, 1}}\left(\mathbf{v}_{f, i}\right) V_{f, i}(\mathbf{x}),
\end{aligned}
$$

then, by the same argument as above, we can prove the following lemma.
LEMMA 3.4.6. $L g=g$ for any $g \in \widehat{S}_{7}^{1}(\triangle)$.
Let $S=\left\{s \in S_{7}^{1}: s \in C^{3}\right.$ at each vertex of $\left.\triangle\right\}$. Then $S$ is called a super spline space because each spline in $S$ has extra smoothness at each vertex of $\triangle$. We have the following consequence of Lemma 3.4.6.

THEOREM 3.4.1. The collection

$$
\mathcal{B}:=\left\{V_{\mathbf{v}}^{\gamma}: \mathbf{v} \in \mathcal{V},|\gamma| \leq 3\right\} \cup\left\{V_{e}^{\gamma}: \gamma \in I_{e}, e \in \mathcal{E}\right\} \cup\left\{V_{f, i}, i=0,1,2,3, f \in \mathcal{F}\right\}
$$

is a basis of $S$. Therefore $S=\widehat{S}_{7}^{1}(\triangle)$.
Let $G \subset \sup \{t: t \in \triangle\}$ and for $g \in C^{k}(G)$, denote

$$
\left\|D^{k} g\right\|=\max _{|\alpha|=k}\left\|D^{\alpha} g\right\|_{C(G)}
$$

and

$$
\operatorname{dist}(f, S)=\inf _{s \in S}\|f-s\|
$$

For the given $\triangle$, let $|\triangle|$ denote the maximum of the diameter of all $t \in \triangle$. Our main result in this section is the following:

THEOREM 3.4.2. For any $g \in C^{8}(G)$,

$$
\|L g-g\| \leq K\left\|D^{8} g\right\| \|\left.\right|^{8}
$$

where $K$ is a constant independent of $g$ and $|\triangle|$. Consequently,

$$
\operatorname{dist}\left(g, \widehat{S}_{7}^{1}\right) \leq K\left\|D^{8} g\right\||\triangle|^{8}
$$

Proof. Fix a point $\mathbf{x} \in G$ and consider a linear functional

$$
F(g)=L g(\mathbf{x})-g(\mathbf{x})
$$

It is easy to see that $F$ satisfies the following:
(i) $|F(g)| \leq K_{1} \sum_{j=0}^{8}\left\|D^{j} g\right\||\Delta|^{j}$
(ii) $F(p)=0$ for all $p \in \mathbb{P}_{7}$.

By a result of Bramble and Hilbert [24], there exists a constant $K$ independent of $g, \mathbf{x}$, and $|\triangle|$ such that

$$
|L g(\mathbf{x})-g(\mathbf{x})| \leq K\left\|D^{8} g\right\||\triangle|^{8}
$$

Therefore, we have established the theorem.
As we know that $\widehat{S}_{7}^{1}$ is a proper subspace of $S_{7}^{1}$, the exact dimension of $\widehat{S}_{7}^{1}$ is given in the following which is a consequence of Theorem 3.4.1.

THEOREM 3.4.3. Suppose that $\triangle$ satisfies the additional assumption mentioned before. Then

$$
\operatorname{dim} \widehat{S}_{7}^{1}=15 N_{v}+2 N_{e}+2 N_{b}+2 N_{s}+4 N_{f}
$$

where $N_{v}, N_{e}, N_{b}, N_{s}, N_{f}$ denote the numbers of vertices, edges, boundary edges, singular edges, and facets of $\triangle$, respectively.

### 3.5. Vertex Splines with Smoothness Order $r$ and Degree $d \geq 6 r+3$

In this section, the partition $\triangle$ of the region $R \subset \mathbb{R}^{3}$ of interest is again assumed to be a simplicial partition (cf. [39] for the definition of a simplicial partition). From the previous section, we have some feeling that fundamental locally supported spline functions in $S_{7}^{1}(\triangle)$ do not exit on an arbitrarily simplicial partition. In general, we conjecture that we cannot construct nontrivial locally supported splines functions in $S_{4 r+3}^{r}(\triangle)=\left\{s \in C^{r}:\left.s\right|_{t} \in \mathbb{P}_{4 r+3}, t \in \triangle\right\}$ which serve as fundamental functions that the give the full approximation order of $(4 r+3)+1$. On the other hand, it was conjectured in [119] and proved in [88-90] that piecewise polynomial functions of smoothness $r$ could be constructed when the degree of polynomials is $\geq 8 r+1$. In the following, we will outline the construction procedure of fundamental vertex splines of smoothness order $r$ and degree $d \geq 6 r+3$ which have local supports and span a super spline subspace of

$$
S_{d}^{r}(\triangle)=\left\{s: s \in C^{r}(R) \text { and }\left.s\right|_{t} \in \mathbb{P}_{d}, t \in \triangle\right\}
$$

Moreover, we will construct an approximation formula based on these fundamental vertex splines to realize the full approximation order of $d+1$ from $S_{d}^{r}(\triangle), d \geq 6 r+3$.

We will only consider the special and most important case where $d=6 r+3$ and $r \geq 1$. The discussion for $d>6 r+3$ is similar.

For a given arbitrarily simplicial partition $\triangle$, we denote the collections of all vertices, edges, facets, and tetrahedra of $\triangle$ by $\mathcal{V}, \mathcal{E}, \mathcal{F}$, and $\mathcal{T}$, respectively. Let $\mathcal{V}=$ $\left\{\mathbf{v}_{1}, \cdots, \mathbf{v}_{N}\right\}$. As §3.4, for each edge $e \in \mathcal{E}$, we rewrite $e=\left\langle\mathbf{v}_{e, 1}, \mathbf{v}_{e, 2}\right\rangle$ and let $t_{e, i}, i=$ $1, \cdots, l(e)$ be all tetrahedra in $\mathcal{T}$ which share $e$. Denote $t_{e, 1}=\left\langle\mathbf{v}_{e, 1}, \mathbf{v}_{e, 2}, \mathbf{v}_{e, 3}, \mathbf{v}_{e, 4}\right\rangle$. For a facet $f \in F$, we also rewrite $f=\left\langle\mathbf{v}_{f, 1}, \mathbf{v}_{f, 2}, \mathbf{v}_{f, 3}\right\rangle$ and let $t_{f, i}, i=1, \cdots, l(f)$ be all the tetrahedra in $\mathcal{T}$ which share $f$, where $l(f)=1$ or 2 according to whether $f$ is a boundary facet or an interior facet. And we write $t_{f, 1}=\langle f, \mathbf{u}\rangle$ and $t_{f, 2}=$ $\langle f, \mathbf{w}\rangle$. Rewrite $t_{f, 1}=\left\langle\mathbf{v}_{f, 1}, \mathbf{v}_{f, 2}, \mathbf{v}_{f, 3}, \mathbf{v}_{f, 4}\right\rangle$. For each $t \in \mathcal{T}$, we again rewrite $t=$ $\left\langle\mathbf{v}_{t, 1}, \cdots, \mathbf{v}_{t, 4}\right\rangle$ as $\S 3.4$.

An interior edge $e$ is said to be singular at $\mathbf{v}_{e, 1}$ if $\left\langle\mathbf{v}_{e, 1}, \mathbf{v}_{e, 2}, \mathbf{v}_{e, 3}\right\rangle \|\left\langle\mathbf{v}_{e, 1}, \mathbf{v}_{e, 2}, \mathbf{v}_{e, 5}\right\rangle$, $\left\langle\mathbf{v}_{e, 1}, \mathbf{v}_{e, 2}, \mathbf{v}_{e, 4}\right\rangle \|\left\langle\mathbf{v}_{e, 1}, \mathbf{v}_{e, 2}, \mathbf{v}_{e, 6}\right\rangle$ and $l(e)=4$. And we say that an interior vertex $\mathbf{v}$ is a singular vertex if $l(\mathbf{v})=8$ and only 6 edge emanating from $\mathbf{v}$ with three distinct slopes. An interior facet $f=\left\langle\mathbf{v}_{f, 1}, \mathbf{v}_{f, 2}, \mathbf{v}_{f, 3}\right\rangle$ is said to be singular at $\left\langle\mathbf{v}_{f, 1}, \mathbf{v}_{f, 2}\right\rangle$ if $\left\langle\mathbf{v}_{f, 1}, \mathbf{v}_{f, 2}, \mathbf{u}\right\rangle \|\left\langle\mathbf{v}_{f, 1}, \mathbf{v}_{f, 2}, \mathbf{w}\right\rangle$.

For each edge $e \in \mathcal{E}$, the derivatives relative to the edge $e$ are defined by

$$
D_{e}^{\alpha}=\left(D_{\mathbf{v}_{e, 2}-\mathbf{v}_{e, 1}}\right)^{\alpha_{1}}\left(D_{\mathbf{v}_{e, 3}-\mathbf{v}_{e, 1}}\right)^{\alpha_{2}}\left(D_{\mathbf{v}_{e, 4}-\mathbf{v}_{e, 1}}\right)^{\alpha_{3}}
$$

for $\alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in \mathbb{Z}_{+}^{2}$, where the derivatives are taken from inside the tetrahedron $t_{e, 1}$.

For each facet $f \in \mathcal{F}$, the derivatives relative to $f$ are defined by

$$
\begin{aligned}
D_{f, 1}^{\alpha} & =\left(D_{\mathbf{v}_{f, 2}-\mathbf{v}_{f, 1}}\right)^{\alpha_{1}}\left(D_{\mathbf{v}_{f, 3}-\mathbf{v}_{f, 1}}\right)^{\alpha_{2}}\left(D_{\mathbf{v}_{f, 4}-\mathbf{v}_{f, 1}}\right)^{\alpha_{3}} \\
D_{f, 2}^{\beta} & =\left(D_{\mathbf{v}_{f, 1}-\mathbf{v}_{f, 2}}^{\beta}\right)^{\beta_{1}}\left(D_{\mathbf{v}_{f, 3}-\mathbf{v}_{f, 2}}\right)^{\beta_{2}}\left(D_{\mathbf{v}_{f, 4}-\mathbf{v}_{f, 2}}\right)^{\beta_{3}} \\
D_{f, 3}^{\gamma} & =\left(D_{\mathbf{v}_{f, 1}-\mathbf{v}_{f, 3}}\right)^{\gamma_{1}}\left(D_{\mathbf{v}_{f, 2}-\mathbf{v}_{f, 3}}\right)^{\gamma_{2}}\left(D_{\mathbf{v}_{f, 4}-\mathbf{v}_{f, 3}}\right)^{\beta_{3}}
\end{aligned}
$$

for $\alpha, \beta, \gamma \in \mathbb{Z}_{+}^{3}$, where the derivatives are taken from inside the tetrahedron $t_{f, 1}$.
For each tetrahedron $t \in \mathcal{T}$, the derivatives relative to $t$ are defined by

$$
D_{t}^{\alpha}=\left(D_{\mathbf{v}_{t, 1}-\mathbf{v}_{t, 4}}\right)^{\alpha_{1}}\left(D_{\mathbf{v}_{t, 2}-\mathbf{v}_{t, 4}}\right)^{\alpha_{2}}\left(D_{\mathbf{v}_{t, 3}-\mathbf{v}_{t, 4}}\right)^{\alpha_{3}}
$$

for $\alpha \in \mathbb{Z}_{+}^{3}$ and

$$
D_{t, i j}^{\alpha} g\left(\mathbf{v}_{t, i}\right)=\left(D_{\mathbf{v}_{t, j}-\mathbf{v}_{t, i}}\right)^{\alpha_{1}}\left(D_{\mathbf{v}_{t, k}-\mathbf{v}_{t, i}}\right)^{\alpha_{2}}\left(D_{\mathbf{v}_{t, l}-\mathbf{v}_{t, i}}\right)^{\alpha_{3}} g\left(\mathbf{v}_{t, i}\right)
$$

for $\alpha \in \mathbb{Z}_{+}^{3}$ and $\{l, k\} \in\{1,2,3,4\} \backslash\{i, j\}$, where the derivatives are taken from inside $t$.

Let us divide the underlying index set $\left\{\beta \in \mathbb{Z}_{+}^{4}:|\beta|=6 r+3\right\}$ of the B-net on $t$ into six parts as follows. The subdivision is based on the idea of "disentangling of the rings" in the trivariate setting.

For simplicity, let $t$ be rewritten as $\left\langle\mathbf{y}_{1}, \cdots, \mathbf{y}_{4}\right\rangle$. Let $i, j, k, l$ denote distinct elements of the set $\{1,2,3,4\}$.

Part I is the union of the collections $B_{1}(i)=A_{i}^{6 r+3} J_{1}, i=1,2,3,4$, where $J_{1}=$ $\{(l, m, n): l+m+n \leq 3 r+1\}$. That is, part I is the portion of the B-net that are labled on layer $l$ attached to each vertex of $t, 0 \leq l \leq 3 r+1$.

Part II is the union of the collections $B_{2}(i, j)=\left\{\alpha: \alpha_{k}+\alpha_{l} \leq r+[(r+\right.$ 1) $/ 2]\} \backslash\left(B_{1}(i) \cup B_{1}(j)\right), i, j=1,2,3,4$ and $i<j$. Each $B_{2}(i, j)$ is a portion of the B-net on layer $l$ around edge $\left\langle\mathbf{y}_{i}, \mathbf{y}_{j}\right\rangle, 0 \leq l \leq r+[(r+1) / 2]$. Associated with this portion, let $J_{2}=\left\{C_{1} \alpha: \alpha \in B_{2}(1,2)\right\}$, recalling that $C_{i}$ is defined in §3.2.

Part III is the union of the collections $B_{3}(i, j)=\left\{\alpha: \alpha_{k} \leq r, \alpha_{l} \leq r, \alpha_{k}+\alpha_{l} \geq\right.$ $r+1+[(r+1) / 2]\} \backslash\left(B_{1}(i) \cup B_{1}(j)\right), i, j=1,2,3,4$ and $i<j$. Associated with this part, let $J_{3}=\left\{C_{1} \alpha: \alpha \in B_{3}(1,2)\right\}$.

Part IV is the union of collections $B_{4}(i, j)=B_{4,1}(i, j) \cup B_{4,2}(i, j)=\{\alpha: 2 r+2 \leq$ $\left.\alpha_{i} \leq 3 r+1, \alpha_{l}=r-2 m, \alpha_{k}=r+m+1, m=0, \cdots,[r / 2]\right\} \cup\left\{\alpha: 2 r+2 \leq \alpha_{j} \leq\right.$ $\left.3 r+1, \alpha_{l}=r-2 m, \alpha_{k}=r+m+1, m=0, \cdots,[r / 2]\right\}, i, j=1,2,3,4$ and $i<j$. Associated with this part of B-net, we let $J_{4}=\left\{C_{1} \alpha: \alpha \in B_{4,1}(1,2)\right\}$.

Part V consists of some portion of the B-net on layer $l$ near each facet of $t$, $0 \leq l \leq r$; i.e., it is the union of the collections $B_{5}(i, j, k)=\left\{\alpha: \alpha_{l} \leq r\right\} \backslash\left(B_{1}(i) \cup\right.$ $B_{1}(j) \cup B_{1}(k) \cup B_{2}(i, j) \cup B_{2}(i, k) \cup B_{2}(j, k) \cup B_{3}(i, j) \cup B_{3}(i, k) \cup B_{3}(j, k) \cup B_{4}(i, j) \cup$ $B_{4}(j, k) \cup B_{4}(i, k), i<j<k$ and $i, j, k=1,2,3,4$. Associated with this part, we let $J_{5,1}=\left\{C_{1} \alpha: \alpha \in B_{5}(1,2,3)\right.$ and $\left.\alpha_{1} \geq 2 r+2\right\}, J_{5,2}=\left\{C_{2} \alpha: \alpha \in B_{5}(1,2,3)\right.$ and $\alpha_{1} \leq$ $\left.2 r+1, \alpha_{2} \geq 2 r+2\right\}$, and $J_{5,3}=\left\{C_{3} \alpha: \alpha \in B_{5}(1,2,3)\right.$ and $\left.\alpha_{1} \leq 2 r+1, \alpha_{2} \leq 2 r+1\right\}$.

The last part, part VI, is the collection $B_{6}(t)=\left\{\alpha: \alpha_{i} \geq r+1, i=1,2,3,4\right\}$. Associated with the last part, let $J_{6}=\left\{C_{4} \alpha: \alpha \in B_{6}(t)\right\}$.

Let us use the following two examples to illustrate how to divide these six parts of the B-net on $t$.

Example 3.3. Let $r=1$. Consider the underlying index set of the B-net of polynomial of total degree $\leq 9$. The six parts are described as follows. Part I is the union of collection $B_{1}(i)=\left\{\beta: \beta_{i} \geq 5\right\}, i=1,2,3,4$, and let $J_{1}=\{$ $(l, m, n): l+m+n \leq 4\}$. Part II is the union of collections $B_{2}(i, j)=\left\{\beta: \beta_{i}\right.$ $\left.+\beta_{j} \leq 2\right\} \backslash\left(B_{1}(i) \cup B_{1}(j)\right), i, j=1,2,3,4$ and $i<j$ and let $J_{2}=\{(4,1,0)$, $(4,0,1),(3,2,0),(3,1,1),(3,0,2),(4,2,0),(4,1,1),(4,0,2)\}$. In this case Part III and IV are empty. Part V is the union of collections $B_{5}(i, j, k)=\left\{\beta: \beta_{l} \leq 1\right\}$ $\backslash\left(B_{1}(i) \cup B_{1}(j) \cup B_{1}(k) \cup B_{2}(i j) \cup B_{2}(i k) \cup B_{2}(j k)\right), i<j<k$ and $J_{5,1}=J_{5,2}=$ $\{(2,2,1)\}, J_{5,3}=J_{5,1} \cup\{(3,3,0),(3,2,1),(2,3,1),(3,3,1)\}$. The last part is the remaining portion of the B-net, namely: $B_{6}=\left\{\beta: \beta_{i} \geq 2, i=1,2,3,4\right\}$ and $J_{6}=\{(2,2,2),(3,2,2),(2,3,2),(2,2,3)\}$. The cardinalities of these parts are listed below:

$$
\begin{array}{ll}
\text { \#part I } & =4 \times 35 \\
\text { \#part II } & =6 \times 8 \\
\text { \#part V } & =4 \times 7 \\
\text { \#part VI } & =4 \\
\text { Total } & =220
\end{array}
$$

which is the dimension of $\mathbb{P}_{9}$.
Example 3.4. Let $r=2$. Consider the underlying index set of the B-net of a polynomial of total degree $\leq 15$. The six parts are described as follows. Part I is the union of the collections $B_{1}(i)=\left\{\alpha: \alpha_{i} \geq 8\right\}, i=1,2,3,4$ and let $J_{1}=\{(l, m, n): l+m+n \leq 7\}$. Part II is the union of the collections $B_{2}(i, j)=\{\alpha$ : $\left.\alpha_{i}+\alpha_{j} \leq 3\right\} \backslash\left(B_{1}(i) \cup B_{1}(j)\right), i, j=1,2,3,4$ and $i<j$. Let $J_{2}=\{(7,1,0),(7,0,1)$, $(7,2,0),(7,0,2),(7,1,1),(7,3,0),(7,2,1),(7,1,2),(7,0,3),((6,2,0),(6,1,1),(6,0,2)$, $(6,3,0),(6,2,1),(6,1,2),(6,0,3),(5,3,0),(5,2,1),(5,1,2),(5,0,3)\}$. Part III is the union of the collections $B_{3}(i, j)=\left\{\alpha: \alpha_{k}=2, \alpha_{l}=2\right\} \backslash\left(B_{2}(i, j) \cup B_{1}(i) \cup B_{1}(j)\right)$, and let $J_{3}=\{(4,2,2),(5,2,2)\}$. Part IV is the union of collections $B_{4}(i, j)=\{\alpha$ :
$\left.\alpha_{i}=7, \alpha_{j}=4, \alpha_{k}=3, \alpha_{l}=1\right\} \cup\left\{a_{\alpha}: \alpha_{i}=6, \alpha_{j}=5, \alpha_{k}=3, \alpha_{l}=1\right\}$ $\cup\left\{a_{\alpha}: \alpha_{i}=4, \alpha_{j}=7, \alpha_{k}=3, \alpha_{l}=1\right\} \cup\left\{a_{\alpha}: \alpha_{i}=5, \alpha_{j}=6, \alpha_{k}=3, \alpha_{l}=1\right\}$. Part V is the union of collections $B_{5}(i, j, k)=\left\{\alpha: \alpha_{l} \leq 2\right\} \backslash\left(B_{1}(i) \cup B_{1}(j) \cup B_{1}(k)\right.$ $\left.\cup B_{2}(i, j) \cup B_{2}(i, k) \cup B_{2}(j, k) \cup B_{3}(i, j) \cup B_{3}(i, k) \cup B_{3}(j, k) \cup B_{4}(i, j) \cup B_{4}(i, k) \cup B_{4}(j, k)\right)$.
Associated the fifth part, $J_{5,1}=J_{5,2}=\{(4,4,0),(5,4,0),(4,5,0),(4,4,1),(4,3,2)$, $(3,3,2),(3,4,2)\}$ and $J_{5,3}=J_{5,1} \cup\{(5,5,0),(5,4,1),(4,5,1),(5,5,1),(5,3,2),(5,4,2)$, $(4,4,2),(4,5,2),(3,5,2),(5,5,2)\}$. Part VI is the collection $B_{6}=\left\{\alpha: \alpha_{i} \geq\right.$ $3, i=1,2,3,4\}$ and $J_{6}=\{(3,3,3),(3,4,3),(3,3,4),(4,3,3),(3,5,3),(3,4,4),(3,3,5)$, $(4,3,4),(4,4,3),(5,3,3),(3,6,3),(3,5,4),(3,4,5),(3,3,6),(4,5,3),(4,4,4),(4,3,5)$, $(5,4,3),(5,3,4),(6,3,3)\}$. The cardinalities of these six parts are as follows:

| \#Part I $=$ | $4 \times 120$ |
| :--- | :--- |
| \#Part II $=$ | $6 \times 20$ |
| \# Part III \& IV $=$ | $6 \times 12$ |
| \# Part V $=$ | $4 \times 31$ |
| \#Part VI $=$ | 20 |

The sum of these cardinalities is 816 which is equal to the dimension of $\mathbb{P}_{15}$.
Again for $t$, let $e=\left\langle\mathbf{v}_{t, i}, \mathbf{v}_{t, j}\right\rangle, f_{1}=\left\langle\mathbf{v}_{t, i}, \mathbf{v}_{t, j}, \mathbf{v}_{t, k}\right\rangle$, and $f_{2}=\left\langle\mathbf{v}_{t, i}, \mathbf{v}_{t, j}, \mathbf{v}_{t, l}\right\rangle$ of $t$, $i<j$. Then we denote

$$
J_{i, j}(t)= \begin{cases}J_{3} & \begin{array}{l}
\text { if } e \text { is a nonsingular interior edge or if } e \text { is a boundary } \\
\text { edge such that } f_{1} \text { and } f_{2} \text { are interior facets; } \\
J_{3} \cup J_{4} \cup \bar{J}_{4} \\
\text { if } e \text { is a singular edge and } t=T_{e, 1} ; \\
J_{3} \cup J_{4} \\
\text { if } e \text { is a boundary edge and one of } f_{1}, f_{2} \text { is a boundary } \\
\text { facet and the other is interior facet, or if } f_{1} \text { or } f_{2} \text { is a } \\
\text { singular facet at } e \text { and } t=T_{f, 1} ; \\
J_{4} \cup \bar{J}_{4} \\
\emptyset
\end{array} \quad \begin{array}{l}
\text { if } e \text { is a singular edge and } t=T_{e, 3} ; \\
\\
\text { if } e \text { is a singular edge and } t=T_{e, 2} \text { or } T_{e, 4}, \text { or if } f_{1} \text { or } \\
f_{2} \text { is a singular facet and } t=T_{f, 2} .
\end{array}\end{cases}
$$

In the following, we outline the procedure for constructing the fundamental vertex splines in $S_{6 r+3}^{r}(\triangle)$. In general, we will consider five types of vertex splines of interest. They are required to satisfy the following specifications of interpolatory parameters and smoothness conditions.
(I) For each vertex $\mathbf{v} \in \mathcal{V}$ of $\triangle$ and $\gamma \in J_{1}$, let $V_{\mathbf{v}}^{\gamma}$ be a piecewise polynomial function of degree $6 r+3$ satisfying:

$$
\begin{equation*}
D^{\alpha} V_{\mathbf{v}}^{\gamma}(\mathbf{u})=\delta_{\alpha, \gamma} \delta_{\mathbf{v}, \mathbf{u}}, \quad \alpha \in J_{1}, \mathbf{u} \in \mathcal{V} \tag{I.1}
\end{equation*}
$$

$$
\begin{equation*}
V_{\mathbf{v}}^{\gamma} \text { is } C^{3 r+1} \text { at each vertex } \mathbf{v} \in \mathcal{V} \text {; } \tag{I.2}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{e}^{\alpha} V_{\mathbf{v}}^{\gamma}\right|_{t_{e, 1}}\left(\mathbf{v}_{e, 1}\right)=0, \quad \alpha \in J_{2}, e \in \mathcal{E} \tag{I.3}
\end{equation*}
$$

$$
\left.D_{t, i j}^{\alpha} V_{\mathbf{v}}^{\gamma}\right|_{t}\left(\mathbf{v}_{t, i}\right)=0, \quad \alpha \in J_{i, j}(t), i<j, i, j=1,2,3,4, t \in \mathcal{T}
$$

$$
\begin{equation*}
\left.D_{f, l}^{\alpha} V_{\mathbf{v}}^{\gamma}\right|_{T_{f, 1}}\left(\mathbf{v}_{f, l}\right)=0, \quad \alpha \in J_{5, l}, l=1,2,3, f \in \mathcal{F} \tag{I.6}
\end{equation*}
$$

$$
\begin{equation*}
V_{\mathrm{v}}^{\gamma} \text { satisfies the } C^{r} \text { smoothness conditions; } \tag{I.7}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{t}^{\alpha} V_{\mathbf{v}}^{\gamma}\right|_{t}\left(\mathbf{v}_{t, 4}\right)=0, \quad \alpha \in I_{6}, t \in \mathcal{T} \tag{I.8}
\end{equation*}
$$

As usual, the symbol $\delta_{\alpha, \gamma}$ or $\delta_{\mathbf{v}, \mathbf{u}}$ is the Kronecker delta.
(II) For each edge $e \in \mathcal{E}$ and $\gamma \in J_{2}$, let $V_{e}^{\gamma}$ be a piecewise polynomial function of degree $6 r+3$ satisfying:

$$
\begin{gather*}
D^{\alpha} V_{e}^{\gamma}(\mathbf{u})=0, \quad \alpha \in J_{1}, \mathbf{u} \in \mathcal{V} ;  \tag{II.1}\\
V_{e}^{\gamma} \text { is } C^{3 r+1} \text { at each vertex } \mathbf{v} \in \mathcal{V} ;  \tag{II.2}\\
\left.D_{d}^{\alpha} V_{e}^{\gamma}\right|_{t_{d, 1}}\left(\mathbf{v}_{d, 1}\right)=\delta_{\alpha, \gamma} \delta_{e, d}, \quad \alpha \in J_{2}, d \in \mathcal{E} ; \\
V_{e}^{\gamma} \text { is } C^{r+[(r+1) / 2]} \text { around each edge } d \in \mathcal{E} ; \\
\left.D_{t, i j}^{\alpha} V_{e}^{\gamma}\right|_{t}\left(\mathbf{v}_{t, i}\right)=0, \quad \alpha \in J_{i, j}(t), t \in \mathcal{T} ; \\
\left.D_{f, l}^{\alpha} V_{e}^{\gamma}\right|_{t f, 1}\left(\mathbf{v}_{f, l}\right)=0, \quad \alpha \in J_{5, l}, l=1,2,3, f \in \mathcal{F} ;
\end{gather*}
$$

$$
\begin{equation*}
V_{e}^{\gamma} \text { satisfies the } C^{r} \text { smoothness conditions; } \tag{II.7}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{t}^{\alpha} V_{e}^{\gamma}\right|_{t}\left(\mathbf{v}_{t, 4}\right)=0, \quad \alpha \in J_{6}, t \in \mathcal{T} \tag{II.8}
\end{equation*}
$$

(III) For each edge $e=\left\langle\mathbf{v}_{t, i}, \mathbf{v}_{t, j}\right\rangle$ of $t \in \mathcal{T}$ and $\gamma \in J_{i j}(t)$, let $V_{t, i j}^{\gamma}$ be a piecewise polynomial function of degree $6 r+3$ defined on $\triangle$ and satisfying the following:

$$
\begin{equation*}
D^{\alpha} V_{t, i j}^{\gamma}(\mathbf{u})=0, \quad \alpha \in J_{1}, \mathbf{u} \in \mathcal{V} ; \tag{III.1}
\end{equation*}
$$

$$
\begin{equation*}
V_{t, i j}^{\gamma} \text { is } C^{3 r+1} \text { at each vertex } \mathbf{v} \in \mathcal{V} \text {; } \tag{III.2}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{d}^{\alpha} V_{t, i j}^{\gamma}\right|_{t_{d, 1}}\left(\mathbf{v}_{d, 1}\right)=0, \quad \alpha \in J_{2}, d \in \mathcal{E} \tag{III.3}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{f, l}^{\alpha} V_{t, i j}^{\gamma}\right|_{T_{f, 1}}\left(\mathbf{v}_{f, l}\right)=0, \quad \alpha \in J_{5, l}, l=1,2,3, f \in \mathcal{F} \tag{III.6}
\end{equation*}
$$

$$
\begin{equation*}
V_{t, i j}^{\gamma} \text { satisfies } C^{r} \text { smoothness conditions; } \tag{III.7}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{s}^{\alpha} V_{t, i j}^{\gamma}\right|_{t}\left(\mathbf{v}_{t, 4}\right)=0, \quad \alpha \in J_{6}, t \in \mathcal{T} \tag{III.8}
\end{equation*}
$$

(IV) For each facet $f \in \mathcal{F}$ any for each index $\gamma \in J_{5, l}, l=1,2,3$, let $V_{f, l}^{\gamma}$ be a piecewise polynomial function of degree $6 r+3$ satisfying the following:

$$
\begin{equation*}
D^{\alpha} V_{f, l}^{\gamma}(\mathbf{u})=0, \quad \alpha \in J_{1}, \mathbf{u} \in \mathcal{V} \tag{IV.1}
\end{equation*}
$$

$$
\begin{equation*}
V_{f, l}^{\gamma} \text { is } C^{3 r+1} \text { at each vertex } \mathbf{v} \in \mathcal{V} \text {; } \tag{IV.2}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{d}^{\alpha} V_{f, l}^{\gamma}\right|_{t_{d, 1}}\left(\mathbf{v}_{d, 1}\right)=0, \quad \alpha \in J_{2}, d \in \mathcal{E} \tag{IV.3}
\end{equation*}
$$

$$
\begin{equation*}
V_{f, l}^{\gamma} \text { is } C^{r+[(r+1) / 2]} \text { around each edge } d \in \mathcal{E} \text {; } \tag{IV.4}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{t, i j}^{\alpha} V_{f, l}^{\gamma}\right|_{t}\left(\mathbf{v}_{t, i}\right)=0, \quad \alpha \in J_{i, j}(t), t \in \mathcal{T} ; \tag{IV.5}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{f, m}^{\alpha} V_{f, l}^{\gamma}\right|_{t_{f, m}}\left(\mathbf{v}_{f, m}\right)=\delta_{\alpha, \gamma} \delta_{l, m}, \quad \alpha \in J_{5, m}, m=1,2,3, f \in \mathcal{F} ; \tag{IV.6}
\end{equation*}
$$

$$
\begin{equation*}
V_{f, l}^{\gamma} \text { satisfies the } C^{r} \text { smoothness conditions; } \tag{IV.7}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{t}^{\alpha} V_{f, l}^{\gamma}\right|_{t}\left(\mathbf{v}_{t, 4}\right)=0, \quad \alpha \in J_{6}, t \in \mathcal{T} \tag{IV.8}
\end{equation*}
$$

(V) For each tetrahedron $t \in \mathcal{T}$ and $\gamma \in J_{6}$, let $V_{t}^{\gamma}$ be a piecewise polynomial function of degree $6 r+3$ satisfying the following:

$$
\begin{equation*}
D^{\alpha} V_{t}^{\gamma}(\mathbf{u})=0, \quad \alpha \in J_{1}, \mathbf{u} \in \mathcal{V} \tag{V.1}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{f, m}^{\alpha} V_{t}^{\gamma}\right|_{T_{f, m}}\left(\mathbf{v}_{f, m}\right)=0, \quad \alpha \in J_{5, m}, m=1,2,3, f \in \mathcal{F} ; \tag{V.6}
\end{equation*}
$$

$$
\begin{equation*}
V_{t}^{\gamma} \text { satisfies the } C^{r} \text { smoothness conditions; } \tag{V.7}
\end{equation*}
$$

$$
\left.D_{s}^{\alpha} V_{t}^{\gamma}\right|_{s}\left(\mathbf{v}_{s, 4}\right)=\delta_{\alpha, \gamma} \delta_{t, s}, \quad \alpha \in J_{6}, s \in \mathcal{T} .
$$

The outline for constructing these vertex splines can be described in following five steps. Let $V$ stand for one of the above vertex splines and $t=\left\langle\mathbf{y}_{1}, \mathbf{y}_{2}, \mathbf{y}_{3}, \mathbf{y}_{4}\right\rangle$ be a tetrahedron in $\triangle$.

Step 1. Determination of $B$-nets with indices in part I.
The B-coefficients of $\left.V\right|_{\delta}$ indexed in $A_{i}^{6 r+3} J_{1}$ are simply zero when $V$ is required to satisfy $D^{\alpha} V\left(\mathbf{y}_{i}\right)=0$. When $V$ is required to satisfy the interpolation conditions $D^{\alpha} V\left(\mathbf{y}_{i}\right)=\delta_{\alpha, \gamma}$, we first convert the partial derivatives $D^{\alpha}$ at $\mathbf{y}_{i}$ into derivatives relative to $t$ at $\mathbf{y}_{i}$, and then use the values of $\left.D_{t, i}^{\beta} V\right|_{t}\left(\mathbf{y}_{i}\right)$ to determine the B-coefficients of $\left.V\right|_{t}$ with underlying indices in $A_{i}^{6 r+3} J_{1}$.

Step 2. Determination of $B$-nets with indices in part II.
Let $e \subset t$ be an edge. The B-coefficients of $\left.V\right|_{t}$ with indices on layer $l$ around $e$ located in part II can be directly obtained from the requirements in one of (I.3)(V.3) if $t=t_{e, 1}, 0 \leq l \leq r+[(r+1) / 2]$. Otherwise, they can be determined by using Lemma 3.3.3 and the corresponding portions of the B-coefficients of $\left.V\right|_{t_{e, 1}}$. In the other words, first compute $\left.D_{e}^{\alpha} V\right|_{t}$ from $\left.V\right|_{t_{e, 1}}$ and then use the resulting directional derivatives to determine the remaining portion of B-coefficients of $\left.V\right|_{t}$ on layer $l$
around $e, 0 \leq l \leq r+[(r+1) / 2]$. Alternatively, we can apply the smoothness conditions on two adjacent simplices sharing a common edge in [39] to find the portion of the B-coefficients of $\left.V\right|_{t}$ from the corresponding B-coefficients of $\left.V\right|_{t_{e, 1}}$.

Step 3. Determination of B-nets with indices in part III.
Case 1: Suppose that both $\left\langle\mathbf{y}_{i}, \mathbf{y}_{j}, \mathbf{y}_{k}\right\rangle$ and $\left\langle\mathbf{y}_{i}, \mathbf{y}_{j}, \mathbf{y}_{l}\right\rangle$ are not singular facets at $e=\left\langle\mathbf{y}_{i}, \mathbf{y}_{j}\right\rangle$ or suppose that $e$ is a singular edge and $t=t_{e, 1}$. Then we directly apply one of (I.5)-(V.5) to obtain the portion of the B-coefficients of $\left.V\right|_{t}$ indexed in $B_{3}(i, j)$.

Case 2: Suppose that $e=\left[\mathbf{y}_{i}, \mathbf{y}_{j}\right]$ is a singular edge and $t \neq t_{e, 1}$ or suppose that $f=\left\langle\mathbf{y}_{i}, \mathbf{y}_{j}, \mathbf{y}_{k}\right\rangle$ is a singular facet at $e$ and $t \neq T_{f, 1}$. We will obtain the portion of the B-coefficients of $\left.V\right|_{t}$ with indices in $B_{3}(i, j)$ by using the smoothness conditions in Lemma 3.1 or Lemma 3.5 from the corresponding part of the B-coefficients of $\left.V\right|_{t^{\prime}}$, where $t^{\prime}$ is the neighboring tetrahedron in $\mathcal{T}$ sharing a common facet $f$ with $t$.

Step 4. Determination of B-nets with indices in Part IV \& V .
Case 1: Suppose that $f=\left\langle\mathbf{y}_{i}, \mathbf{y}_{j}, \mathbf{y}_{k}\right\rangle$ is a bound ary facet or suppose that $f$ is a singular facet at $\left\langle\mathbf{y}_{i}, \mathbf{y}_{j}\right\rangle$ and $t=T_{f, 1}$. Then the B-coefficients of $\left.V\right|_{t}$ with indices in the one-fourth portion of parts IV and V closest to $\left\langle\mathbf{y}_{i}, \mathbf{y}_{j}, \mathbf{y}_{k}\right\rangle$ are obtained by applying the requirement in one of (I.6)-(V.6).

Case 2: Suppose that a facet $f=\left\langle\mathbf{y}_{i}, \mathbf{y}_{j}, \mathbf{y}_{k}\right\rangle$ is singular at an edge $\left\langle\mathbf{y}_{i}, \mathbf{y}_{j}\right\rangle$ and $t=T_{f, 2}$. Then the B-coefficients of $\left.V\right|_{t}$ with indices in $B_{4}(i, j)$ will be obtained by using Lemma 3.5 and the corresponding part of the B-coefficients of $\left.V\right|_{T_{f, 1}}$.

Case 3: This is the remaining case. To determine the remaining B-coefficients of $\left.V\right|_{t}$ with indices in parts IV and V, we need to use all of (I.6) and (I.7), etc. and apply Lemma 3.3.4, 3.3.5, or 3.3.6 accordingly. Let $t^{\prime}$ be a tetrahedron sharing $f=\left\langle\mathbf{y}_{i}, \mathbf{y}_{j}, \mathbf{y}_{k}\right\rangle$ with $t$. Consider the B-coefficients of $\left.V\right|_{t \cup t^{\prime}}$ on layer $3 r+2$ attached to $\mathbf{y}_{i}$. To find the undetermined B-coefficients on this layer located in parts IV and V , we may use the same technique as mentioned in Step 4 in $\S 3.4$. The undetermined B-coefficients of $\left.V\right|_{t \cup t^{\prime}}$ on the other layer $l$ where $3 r+3 \leq l \leq 4 r+1$ attached to $y_{i}$ located in parts IV and V can be obtained in a similar manner. Similarly, the undetermined B-coefficients of $\left.V\right|_{t \cup t^{\prime}}$ on layer $l$ attached at other vertices $\mathbf{y}_{j}$ and $\mathbf{y}_{k}$ located in parts IV and V can be found too.

## Step 5. Determination of B-nets in part VI.

After the all B-coefficients of $\left.V\right|_{t}$ in parts I-V are determined, we can determine the B-coefficients of $\left.V\right|_{t}$ with indices in part VI by using the requirements in one of (I.8)-(V.8).

In the construction, we know that the support of the vertex splines $V_{v}^{\gamma}$ is the union of all tetrahedra in $\mathcal{T}$ with $\mathbf{v}$ as their common vertex; the support of $V_{e}^{\gamma}$ is the union
of all tetrahedra of $\triangle$ with $e$ as their common edge; the support of $V_{t, i j}^{\gamma}$ is some part of the union of all tetrahedra sharing edge $\left\langle\mathbf{v}_{t, i}, \mathbf{v}_{t, j}\right\rangle$; the support of $V_{f, l}^{\gamma}$ is the union of all the tetrahedra in $\triangle$ with $f$ as their common facet and the support of $V_{t}^{\gamma}$ is the tetrahedron $t$.

Consider the space

$$
\begin{aligned}
\widehat{S}_{6 r+3}^{r}(\triangle)=\operatorname{span} & \left\{V_{\mathbf{v}}^{\gamma}, \gamma \in J_{1}, \mathbf{v} \in \mathcal{V}\right\} \cup\left\{V_{e}^{\gamma}, \gamma \in J_{2}, e \in \mathcal{E}\right\} \\
& \cup\left\{V_{f, i}^{\gamma}, \gamma \in J_{5, i}, i=1,2,3, f \in \mathcal{F}\right\} \\
& \cup\left\{V_{t, i j}^{\gamma}: \gamma \in J_{i j}(t), t \in \mathcal{T}\right\} \\
& \cup\left\{V_{t}^{\gamma}: \gamma \in J_{6}, t \in \mathcal{T}\right\}
\end{aligned}
$$

Clearly, $\widehat{S}_{6 r+3}^{r}(\triangle)$ is a subspace of $S_{6 r+3}^{r}(\triangle)$. For each sufficiently smooth function $g$, we define

$$
\begin{align*}
L g(\mathbf{x})= & \sum_{\mathbf{v} \in \mathcal{V}} \sum_{\gamma \in J_{1}} D^{\gamma} g(\mathbf{v}) V_{\mathbf{v}}^{\gamma}(\mathbf{x})  \tag{3.5.1}\\
& +\sum_{e \in \mathcal{E}} \sum_{\gamma \in J_{2}} D_{e}^{\gamma} g\left(\mathbf{v}_{e, 1}\right) V_{e}^{\gamma}(\mathbf{x}) \\
& +\sum_{t \in \mathcal{T}} \sum_{1 \leq i<j \leq 4} \sum_{\gamma \in J_{i j}(t)} D_{t, i j}^{\gamma} g\left(\mathbf{v}_{t, i}\right) V_{t, i j}^{\gamma}(\mathbf{x}) \\
& +\sum_{f \in \mathcal{F}} \sum_{i=1}^{3} \sum_{\gamma \in J_{5, i}} D_{f, i}^{\gamma} g\left(\mathbf{v}_{f, i}\right) V_{f}^{i}(\mathbf{x}) \\
& +\sum_{t \in \mathcal{T}} \sum_{\gamma \in J_{6}} D_{t}^{\gamma} g\left(\mathbf{v}_{t, 4}\right) V_{t}^{\gamma}(\mathbf{x})
\end{align*}
$$

We are now ready to derive some properties of the super spline space $\widehat{S}_{6 r+3}^{r}(\triangle)$.
LEMMA 3.5.1 $L p=p$ for any polynomial $p$ of total degree $6 r+3$.
Proof. We use mathematical induction on the number of tetrahedra in $\triangle$ to prove this lemma. For $n=1, L$ is an interpolatory operator based on $t$, the only tetrahedron of $\triangle$. Since the sets of interpolation conditions associated with each vertex of $t$ are lower sets and induce a partition of $\Lambda_{6 r+3}$, we see that $L p=p$ for all $p$ of total degree $6 r+3$ by Proposition 3.1. Suppose now that the result holds for $m=\#\{t: t \in \triangle\}$. Let $\#\{t: t \in \triangle\}=m+1$ and set $\triangle=\left\{t_{i}: i=1, \cdots, m+1\right\}$. By relabeling if necessary, assume that $t_{m+1}=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle$ has at least one boundary facet, and for the time being, assume that it has only one interior facet $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle$, say. Let $\triangle^{\prime}=\left\{t_{i}\right.$ : $i=1, \cdots, m\}=\triangle \backslash\left\{t_{m+1}\right\}$. Observing the uniqueness in Lemma 3.3.5 and applying Theorem 4.1.3 in [39], we can see that the smoothness of $L p$ across $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle$ may be rewritten as appropriate interpolation conditions (directional derivatives relative to
the edges and relative to the facet) such that $\left.L_{\Delta} p\right|_{\Delta^{\prime}}=L_{\Delta^{\prime}} p$ and $\left.L_{\Delta} p\right|_{t_{m+1}}=L_{t_{m+1}} p$, where linear operators $L_{\Delta}, L_{\Delta^{\prime}}, L_{t_{m+1}}$ are restrictions of $L$ on $\triangle, \triangle^{\prime}, t_{m+1}$, respectively. By the induction hypothesis, we have $\left.L_{\Delta} p\right|_{\Delta^{\prime}}=p$ and $\left.L_{\Delta} p\right|_{t_{m+1}}=p$. Hence, $L p=p$ on $\triangle$. The proof is similar if $t_{m+1}$ contains two or three interior facets. This completes the proof.

If $L g$ is interpreted as

$$
\begin{aligned}
L g(\mathbf{x}) & =\sum_{\mathbf{v} \in \mathcal{V}} \sum_{\gamma \in J_{1}} D^{\gamma} g(\mathbf{v}) V_{\mathbf{v}}^{\gamma}(\mathbf{x}) \\
& +\left.\sum_{e \in \mathcal{E}} \sum_{\gamma \in J_{2}} D_{e}^{\gamma} g\right|_{t_{e, 1}}\left(\mathbf{v}_{e, 1}\right) V_{e}^{\gamma}(\mathbf{x}) \\
& +\left.\sum_{t \in \mathcal{T}} \sum_{1 \leq i<j \leq 4} \sum_{\gamma \in J_{i j}(t)} D_{t, i j}^{\gamma} g\right|_{t}\left(\mathbf{v}_{t, i}\right) V_{t, i j}^{\gamma}(\mathbf{x}) \\
& +\left.\sum_{f \in \mathcal{F}} \sum_{i=1}^{3} \sum_{\gamma \in J_{5, i}} D_{f, i}^{\gamma} g\right|_{t, 1}\left(\mathbf{v}_{f, i}\right) V_{f}^{i}(\mathbf{x}) \\
& +\left.\sum_{t \in \mathcal{T}} \sum_{\gamma \in J_{6}} D_{t}^{\gamma} g\right|_{t}\left(\mathbf{v}_{t, 4}\right) V_{t}^{\gamma}(\mathbf{x})
\end{aligned}
$$

we can improve the above lemma as follows.
LEMMA 3.5.2 $L g=g$ for any $g \in \widehat{S}_{6 r+3}^{r}(\triangle)$.
Let $S$ denote a spline space defined by

$$
\begin{aligned}
S=\left\{s \in S_{6 r+3}^{r}: \quad\right. & s \in C^{3 r+1} \text { at each vertex of } \triangle \\
& \text { and } s \in C^{r+[(r+1) / 2]} \text { around each edge. }
\end{aligned}
$$

Any function $s$ in $S$ is called a super spline since $s$ satisfies extra smoothness conditions at each vertex and around each edge of $\triangle$. Actually, this spline space $S$ is spanned by the fundamental vertex splines constructed above. This result is the consequence of Lemma 3.5.2.

THEOREM 3.5.1 The collection

$$
\begin{aligned}
\mathcal{B}:= & \left\{V_{\mathbf{v}}^{\gamma}: \mathbf{v} \in \mathcal{V}, \gamma \in J_{1}\right\} \cup\left\{V_{e}^{\gamma}: \gamma \in J_{2}, e \in \mathcal{E}\right\} \\
& \cup\left\{V_{f, i}^{\gamma}: i=1,2,3, \gamma \in J_{5, i}, f \in \mathcal{F}\right\} \\
& \cup\left\{V_{t, i j}^{\gamma}: \gamma \in J_{i j}(t), t \in \mathcal{T}, i<j, i, j=1,2,3,4\right\} \\
& \cup\left\{V_{t}^{\gamma}: \gamma \in J_{6}, t \in \mathcal{T}\right\}
\end{aligned}
$$

is a basis of $S$. Therefore $S=\widehat{S}_{6 r+3}^{r}(\triangle)$.
Let $G \subset \sup \{t: t \in \triangle\}$ and for $g \in C^{k}(G)$, denote

$$
\left\|D^{k} g\right\|=\max _{|\alpha|=k}\left\|D^{\alpha} g\right\|_{C(G)}
$$

and

$$
\operatorname{dist}(f, S)=\inf _{s \in S}\|f-s\| .
$$

For the given $\triangle$, let $|\triangle|$ denote the maximum of the diameter of all $t \in \triangle$. Clearly, vertex splines in $S_{d}^{r}, d \geq 6 r+3$, can be constructed by using the same idea as above and similar results may be obtained. Therefore, we can state a more general theorem.

THEOREM 3.5.2. Let $d \geq 6 r+3$. There exists a linear operator $L$ with range $\widehat{S}_{d}^{r}$ such that

$$
\|L g-g\| \leq C\left\|D^{d+1} g\right\| \|\left.\triangle\right|^{d+1}
$$

for all sufficiently smooth functions $g$, where $C$ is a constant independent of $g$ and $|\triangle|$ but is dependent on the geometry of $\triangle$. In particular, for $d=6 r+3, L$ can be chosen to be (3.5.1). Consequently

$$
\operatorname{dist}\left(g, S_{d}^{r}\right) \leq C\left\|D^{d+1} g\right\||\triangle|^{d+1} .
$$

Proof. For $d \geq 8 r+1$, this result was proved in [88] and [39]. Here, we only prove the special and most important case where $d=6 r+3$, since a similar argument yields the desired result for $6 r+3<d<8 r+1, r>1$. Fix a point $\mathbf{x} \in G$ and consider the linear functional

$$
F(g)=L g(\mathbf{x})-g(\mathbf{x}) .
$$

It is easy to see that $F$ satisfies the following:
(i) $|F(g)| \leq K_{1} \sum_{j=0}^{6 r+3}\left\|D^{j} g\right\||\triangle|^{j}$
(ii) $F(p)=0$ for all $p \in \mathbb{P}_{6 r+3}$,
where the constant $K_{1}$ may be dependent on the geometry of $\triangle$.
Indeed, (ii) follows from Lemma 3.5.1. Since each vertex spline is a bounded function whose bound may depends on the geometry of $\triangle$, (i) holds if $|\triangle|=1$. If $|\triangle|<1$, by letting $\tilde{g}(\mathbf{y})=g(|\triangle| \mathbf{y})$, we see that

$$
\begin{aligned}
|F(g)| & =|F(\tilde{g})| \\
& \leq K_{1} \sum_{j=0}^{6 r+3}\left\|D^{j} \tilde{g}\right\|_{\tilde{G}} \\
& =K_{1} \sum_{j=0}^{6 r+3}\left\|D^{j} g\right\||\triangle|^{j} .
\end{aligned}
$$

By a result in Bramble and Hilbert [24], there exist a constant $K$ independent of $g, \mathbf{x}$, and $|\triangle|$ such that

$$
|L g(\mathbf{x})-g(\mathbf{x})| \leq K\left\|D^{6 r+4} g\right\||\triangle|^{6 r+4} .
$$

Therefore, we have established the theorem.
As we know $\widehat{S}_{6 r+3}^{r}$ is a proper subspace of $S_{6 r+3}^{r}$. In fact, as a consequence of Theorem 3.5.1, the exact dimensions of $\widehat{S}_{9}^{r}$ and $\widehat{S}_{15}^{2}$ can be written down as follows.

THEOREM 3.5.3.

$$
\operatorname{dim} \widehat{S}_{9}^{1}=35 N_{v}+8 N_{e}+4 N_{t}+7 N_{f}
$$

and

$$
\operatorname{dim} \widehat{S}_{15}^{2}=120 N_{v}+20 N_{e}+40 N_{b e}+20 N_{s}+20 N_{t}+31 N_{f}
$$

where $N_{v}, N_{b}, N_{e}, N_{s}, N_{f}, N_{t}$ denote the number of vertices, boundary edges, edges, singular edges, facets, and tetrahedra of $\triangle$, respectively.

### 3.6. Vertex Splines on Mixed Partition Regions

We are now going to study how vertex splines on a region $R \subset \mathbb{R}^{3}$ of interest are constructed. In particular, we consider that $R$ has been partitioned into patches (tetrahedra, prisms, and parallelepipeds). This kind of partitioned region is called mixed partition region. The precise definition will be given soon. For a given mixed partition consisting of all these three types of geometric configurations and for $r \geq 0$, the degree $d$ of polynomials which will be used in the construction will be assumed to satisfy $d \geq 8 r+1$, where $r$ denotes as usual the order of smoothness.

Let us begin with two definitions.
DEFINITION 3.1. A region $R \subset \mathbb{R}^{3}$ which is the union of a finite number of tetrahedra, prisms and parallelepipeds denoted by $t_{1}, \cdots, t_{N}$ is called a mixed partitioned region if it satisfies:
(1) $\operatorname{int}\left(t_{i}\right) \cap \operatorname{int}\left(t_{j}\right)=\emptyset, i \neq j$;
(2) either $t_{i} \cap t_{j}=\emptyset$ or $t_{i} \cap t_{j}$ is a common vertex, or common edge, or a common facet of $t_{i}$ and $t_{j}$.

We denote by $\triangle=\left\{t_{i}: i=1, \cdots, N\right\}$ a mixed partition of $R$.
For integers $r, d \in \mathbb{Z}_{+}$with $0 \leq r<d$, let

$$
S_{d}^{r}(\triangle)=\left\{g \in C^{r}(R):\left.g\right|_{t_{i}} \in \pi_{d}\left(t_{i}\right), i=1, \cdots, N\right\}
$$

be the multivariate splines space of degree $d$ and smoothness $r$ on $D$, where $\pi\left(t_{i}\right)$ is the polynomial spaces of "degree" $\leq d$ as defined in $\S 3.1, \forall i$.

Splines which will be considered and constructed in this section are piecewise polynomial functions in a subspace of $S_{d}^{r}(\triangle)$ as defined below:

DEFINITION 3.2. Let

$$
\begin{aligned}
\widehat{S}_{d}^{r}(\triangle)=\left\{f \in S_{d}^{r}(\triangle):\right. & f \in C^{4 r} \text { at each vertex of } \triangle \\
& \left.f \in C^{2 r} \text { around each edge of } \triangle\right\} .
\end{aligned}
$$

As before, $\widehat{S}_{d}^{r}$ will be called a super spline space and any spline $f \in \widehat{S}_{d}^{r}$ is called a super spline.

For convenience, we only consider the special and most important case where $d=8 r+1$. The other cases where $d>8 r+1$ can be treated essentially the same as the special case. In the following, we will subdivide the indices of the B-net of a polynomial on a tetrahedron (or prism or parallelepiped) into several parts. The

B-net of a spline on a patch (tetrahedron, or prism, or parallelepiped) with indices in different parts will be determined by different methods.

First, consider a tetrahedron $T_{1}=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle$. Denote by $i, j, k, l$ distinct elements of $\{1,2,3,4\}$. We divide the underlying indices of the B-net $\left\{a_{\alpha}:|\alpha|=8 r+1\right\}$ of a polynomial on $T_{1}$ with B-coefficients $a_{\alpha}^{\prime}$ s into four parts.

Part I is the union of collections $B_{1}(i)=A_{i}^{8 r+1} I_{1}, i=1, \cdots, 4$, where $I_{1}=$ $\{(l, m, n): l+m+n \leq 4 r\}$.

Part II is the union of the collections $B_{2}(i, j)=\left\{\alpha: \alpha_{k}+\alpha_{l} \leq 2 r\right\} \backslash\left(B_{1}(i) \cup\right.$ $\left.B_{2}(j)\right), i<j$ and $i, j=1,2,3,4$. Associated with this part, let $I_{2}=\left\{C_{1} \alpha: \alpha \in\right.$ $\left.B_{2}(12)\right\}$ where $C_{1}$ is a map as defined in $\S 3.2$.

Part III is the union of collections $B_{3}(i, j, k)=\left\{\alpha: \alpha_{l} \leq r\right\} \backslash\left(B_{1}(i) \cup B_{1}(j) \cup\right.$ $\left.B_{1}(k) \cup B_{2}(i, j) \cup B_{2}(i, k) \cup B_{2}(j, k)\right), i<j<k$, and $i, j, k=1,2,3,4$. Associated with this part, let $I_{3}=\left\{C_{1} \alpha: \alpha \in B_{3}(123)\right\}$.

Part IV is the collection of the remaining indices $B_{4}=\left\{\alpha: \alpha_{i} \geq r+1, i=\right.$ $1,2,3,4\}$. Associated with the last part, let $I_{4}=\left\{C_{1} \alpha: \alpha \in B_{4}\right\}$.

Next let $T_{2}=\left\langle\mathbf{y}_{1}, \cdots, \mathbf{y}_{6}\right\rangle$ be a prism. We divide the underlying indices of the B-net $\left\{\bar{a}_{\beta}: \beta_{1}+\beta_{2}+\beta_{3}=n, 0 \leq \beta_{4} \leq n\right\}$ of a polynomial on $T_{2}$ into four parts.

Part I is the union of collections $\bar{B}_{1}(i)=\left\{\bar{A}_{i}^{8 r+1} I_{1}\right\}, i=1, \cdots, 6$, where $I_{1}=$ $\{(l, m, n): l+m+n \leq 4 r\}$.

Part II is the union of collections $\bar{B}_{2}(i, i+3)=\left\{\beta: \beta_{i} \leq 2 r\right\} \backslash\left(\bar{B}_{1}(i) \cup \bar{B}_{1}(i+3)\right)$, $\left.i=1,2,3, \bar{B}_{2}(i, j)=\left\{\beta: \beta_{k}+\beta_{4} \leq 2 r\right\} \backslash \bar{B}_{1}(i) \cup \bar{B}_{1}(j)\right), i, j \in\{1,2,3\}$ and $\left.\bar{B}_{2}(i, j)=\left\{\beta: \beta_{k}+8 r+1-\beta_{4} \leq 2 r\right\} \backslash \bar{B}_{1}(i) \cup \bar{B}_{1}(j)\right), i, j \in\{4,5,6\}$. Associated with this part, let $\bar{I}_{2,1}=\left\{C_{1} \beta: \beta \in \bar{B}_{2}(1,2)\right\}$ and $\bar{I}_{2,2}=\left\{C_{1} \beta: \beta \in \bar{B}_{2}(1,4)\right\}$.

Part III is the union of collections $\bar{B}_{3}(1,2,3)=\left\{\beta: \beta_{4} \geq 6 r+1\right\} \backslash \bar{B}_{1}(1) \cup$ $\left.\bar{B}_{1}(2) \cup \bar{B}_{1}(3) \cup \bar{B}_{2}(1,2) \cup \bar{B}_{2}(1,3) \cup \bar{B}_{2}(2,3)\right), \bar{B}_{3}(4,5,6)=\left\{\beta: \beta_{4} \leq 2 r\right\} \backslash \bar{B}_{1}(4) \cup$ $\left.\bar{B}_{1}(5) \cup \bar{B}_{1}(6) \cup \bar{B}_{2}(4,5) \cup \bar{B}_{2}(4,6) \cup \bar{B}_{2}(5,6)\right), \bar{B}_{3}(i, j, i+3, j+3)=\left\{\beta: \beta_{k} \leq 2 r\right\} \backslash$ $\left(\bar{B}_{1}(i) \cup \bar{B}_{1}(j) \cup \bar{B}_{1}(i+3) \cup \bar{B}_{1}(j+3) \cup \bar{B}_{2}(i j) \cup \bar{B}_{2}(i+3, j+3) \cup \bar{B}_{2}(i, i+3) \cup \bar{B}_{2}(j, j+\right.$ 3)), $i, j \in\{1,2,3\}$. Associated with this part, let $\bar{I}_{3,1}=\left\{C_{1} \beta: \beta \in \bar{B}_{3}(1,2,3)\right\}$ and $\bar{I}_{3,2}=\left\{C_{1} \beta: \beta \in \bar{B}_{3}(1,2,4,5)\right\}$.

Part IV is the collection of the remaining indices $\bar{B}_{4}=\left\{\beta: \beta_{i} \geq r+1, i=\right.$ $\left.1,2,3 ; r+1 \leq \beta_{4} \leq 7 r\right\}$. Associated with the last part, let $\bar{I}_{4}=\left\{C_{1} \beta: \beta \in \bar{B}_{4}\right\}$.

Finally, let $T_{3}=\left\langle\mathbf{z}_{1}, \cdots, \mathbf{z}_{8}\right\rangle$ be a parallelepiped. We again divide the underlying indices of the B-net $\left\{\tilde{a}_{\beta}: \beta \leq(8 r+1,8 r+1,8 r+1)\right\}$ of a polynomial on $T_{3}$ with B-coefficients $\tilde{a}$ 's into four parts.

Part I is the union of collections $\tilde{B}_{1}(i)=\tilde{A}_{i}^{8 r+1} I_{1}$, where $I_{1}=\{(l, m, n): l+m+n \leq$ $4 r\}, i=1, \cdots, 8$.

Part II is the union of the collections $\tilde{B}_{2}(i, i+4)=\left\{\tilde{A}_{i}^{8 r+1} \eta: \eta=(i, j, k), i+j \leq\right.$ $2 r\} \backslash\left(\tilde{B}_{1}(i) \cup \tilde{B}_{1}(i+4)\right), \tilde{B}_{2}(i, i+1)=\left\{\tilde{A}_{i}^{8 r+1} \eta: \eta=(i, j, k), j+k \leq 2 r\right\} \backslash\left(\tilde{B}_{1}(i) \cup \tilde{B}_{1}(i+\right.$ 1)), $i=1,2,3,5,6,7, \tilde{B}_{2}(4,1)=\left\{\tilde{A}_{4}^{8 r+1} \eta: \eta=(i, j, k), j+k \leq 2 r\right\} \backslash\left(\tilde{B}_{1}(4) \cup \tilde{B}_{1}(1)\right)$, and $\tilde{B}_{2}(8,4)=\left\{\tilde{A}_{8}^{8 r+1} \eta: \eta=(i, j, k), j+k \leq 2 r\right\} \backslash\left(\tilde{B}_{1}(8) \cup \tilde{B}_{1}(1)\right)$. Associated with this part, let $\tilde{I}_{2,1}=B_{2}(1,4)$, and $\tilde{I}_{2,2}=\tilde{B}_{2}(1,2)$.

Part III is the union of the collections $\tilde{B}_{3}(1,2,3,4)=\left\{\beta: \beta_{3} \leq r\right\} \backslash\left(\cup_{i=1}^{4} \tilde{B}_{1}(i) \cup\right.$ $\left.\tilde{B}_{2}(1,2) \cup \tilde{B}_{2}(2,3) \cup \tilde{B}_{2}(3,4) \cup \tilde{B}_{2}(4,1)\right), \tilde{B}_{3}(5,6,7,8)=\left\{\beta: \beta_{3} \geq 7 r+1\right\} \backslash\left(\cup_{i=5}^{8} B_{1}(i) \cup\right.$ $\left.\tilde{B}_{2}(5,6) \cup \tilde{B}_{3}(6,7) \cup \tilde{B}_{2}(7,8) \cup \tilde{B}_{2}(8,1)\right)$ and etc.. Associated with this part, let $\tilde{I}_{3}=$ $\tilde{B}_{3}(1,2,3,4)$.

Part IV is the collection of the remaining indices $\tilde{B}_{4}=\left\{\beta: r+1 \leq \beta_{i} \leq 7 r\right\}$ and $\tilde{I}_{4}=\left\{\beta: \beta \in B_{4}\right\}$.

In the following, we give an example to illustrate the partition of the underlying indices of B-net on a patch (tetrahedron or prism or parallelepiped).

Example 3.5. Consider a tetrahedron. Let $r=1$ and $d=9$. Then part I is the union of indices in layer $l, 0 \leq l \leq 4$, attached to each vertex of the tetrahedron. Part II is the union of the remaining indices in layer $l, 0 \leq l \leq 2$, around each edge. Part III is the union of the remaining indices in layer $l, 0 \leq l \leq 1$, near each facet of the tetrahedron. Part IV is the indices in the $l^{t h}$ core, $r+1 \leq l$. (Every part of indices of B-net on a prism or a parallelepiped is similar to the corresponding part on the tetrahedron as considered above. We omit the details here.) Next the index set associated with each part of the underlying indices of the B-net on a tetrahedron (or prism or parallelepiped) is listed below.
$I_{1}=\{(l, m, n): l+m+n \leq 4\} ; I_{2}=\{(4,1,0),(4,0,1),(3,2,0),(3,1,1),(3,0,2)$, $(4,2,0),(4,1,1),(4,0,2)\} ; I_{3}=\{(2,2,1),(3,3,0),(3,2,1),(2,3,1),(3,3,1)\} ;$ and $I_{4}=$ $\{(2,2,2),(3,2,2),(2,2,3),(2,3,2)\}$.

$$
\bar{I}_{2,1}=\{(1,4,0),(2,4,0),(2,3,0),(0,4,1),(0,5,1),(1,5,1),(1,4,1),(1,3,1)
$$ $(0,3,2),(0,4,2),(0,5,2),(0,6,2)\} ; \bar{I}_{2,2}=\{(1,0,5),(1,0,4),(0,1,4),(0,1,5),(1,1,6)$, $(1,1,5),(1,1,4),(1,1,3),(2,0,6),(2,0,5),(2,0,4),(2,0,3),(0,2,6),(0,2,5),(0,2,4)$, $(0,2,3)\} ; \bar{I}_{3,1}=\{(3,3,0),(2,2,1),(3,2,1),(2,3,1),(3,3,1),(2,4,1),(4,2,1),(2,5,1)$, $(3,4,1),(4,3,1),(5,2,1)\} ; \bar{I}_{3,2}=\{(1, i, j): 2 \leq i, j \leq 6\} \cup\{(0, i, j): 3 \leq i, j \leq 6\}$ and $\bar{I}_{4}=\{(i, j, k): 2 \leq k \leq 7, i, j \geq 2, i+j \leq 7\}$.

$\tilde{I}_{2}=\bar{I}_{2,2} ; \tilde{I}_{3}=\{(i, j, 0): 3 \leq i, j \leq 6\} \cup\{(i, j, 1): 2 \leq i, j \leq 7\}$ and $\tilde{I}_{4}=\{(i, j, k):$ $2 \leq i, j, k \leq 7\}$.

For the partition $\triangle$, we denote all its vertices by $\left\{\mathbf{v}_{1}, \cdots, \mathbf{v}_{L}\right\}$. Let $\mathcal{V}, \mathcal{E}, \mathcal{F}_{1}, \mathcal{F}_{2}$, $\mathcal{T}_{1}, \mathcal{T}_{2}, \mathcal{T}_{3}$ denote collections of all vertices, edges, triangular facets, parallelepiped facets, tetrahedra, prisms, and parallelepipeds, respectively. For each $e \in \mathcal{E}$ with
two endpoints $\mathbf{v}_{i}$ and $\mathbf{v}_{j}$, where $i<j$, we rewrite it as $e=\left\langle\mathbf{v}_{e, 1}, \mathbf{v}_{e, 2}\right\rangle$, where $\mathbf{v}_{e, 1}=\mathbf{v}_{i}$ and $\mathbf{v}_{e, 2}=\mathbf{v}_{j}$. For each triangular facet $f \in \mathcal{F}_{1}$ with vertices $\mathbf{v}_{i}, \mathbf{v}_{j}$, and $\mathbf{v}_{k}$, where $i<j<k$, we rewrite it as $f=\left\langle\mathbf{v}_{f, 1}, \mathbf{v}_{f, 2}, \mathbf{v}_{f, 3}\right\rangle$ where $\mathbf{v}_{f, 1}=\mathbf{v}_{i}, \mathbf{v}_{f, 2}=\mathbf{v}_{j}$ and $\mathbf{v}_{f, 3}=\mathbf{v}_{k}$. For each parallelepiped facet $f \in \mathcal{F}_{2}$ with four vertices $\mathbf{v}_{i}, \mathbf{v}_{i}, \mathbf{v}_{k}, \mathbf{v}_{l}$ where $i<j<k<l$, we rewrite it as $\left\langle\mathbf{v}_{f, 1}, \mathbf{v}_{f, 2}, \mathbf{v}_{f, 3}, \mathbf{v}_{f, 4}\right\rangle$, etc.. For a tetrahedron $t \in \mathcal{T}_{1}$ with vertices $\mathbf{v}_{i}, \mathbf{v}_{j}, \mathbf{v}_{k}, \mathbf{v}_{l}$ where $i<j<k<l$, we similarly rewrite it as $t=\left\langle\mathbf{v}_{t, 1}, \mathbf{v}_{t, 2}, \mathbf{v}_{t, 3}, \mathbf{v}_{t, 4}\right\rangle$. For a prism $t \in \mathcal{T}_{2}$, we write it as $t=\left\langle\mathbf{v}_{t, 1}, \cdots, \mathbf{v}_{t, 6}\right\rangle$ and for a parallelepiped $t \in \mathcal{T}_{3}, t=\left\langle\mathbf{v}_{t, 1}, \cdots, \mathbf{v}_{t, 8}\right\rangle$.

For each edge $e \in \mathcal{E}$, let $t_{e, i}, i=1, \cdots, l(e)$ be the elements in $\mathcal{T}_{1} \cup \mathcal{T}_{2} \cup \mathcal{T}_{3}$ sharing $e$ as their common edge. If at least one of them is a tetrahedron, we may assume without loss of generality that $t_{e, 1}$ is a tetrahedron and call $e$ a t-edge. We will also rewrite it as $t_{e, 1}=\left\langle\mathbf{v}_{e, 1}, \mathbf{v}_{e, 2}, \mathbf{v}_{e, 3}, \mathbf{v}_{e, 4}\right\rangle$. If $\left\{t_{e, i}: i=1, \cdots, l(e)\right\}$ does not contain a tetrahedron but contain at least one prism, we will call $e$ an m-edge and we will assume that $t_{e, 1}$ is a prism; i.e., $t_{e, 1}=\left\langle\mathbf{v}_{e, 1}, \cdots, \mathbf{v}_{e, 6}\right\rangle$ and assume that $\left\langle\mathbf{v}_{e, 2}, \mathbf{v}_{e, 1}\right\rangle,\left\langle\mathbf{v}_{e, 3}, \mathbf{v}_{e, 1}\right\rangle$, and $\left\langle\mathbf{v}_{e, 3}, \mathbf{v}_{e, 1}\right\rangle$ are three of its edges. If $\left\{t_{e, i}: i=1, \cdots, l(e)\right\}$ is a set of parallelepipeds, we call $e$ a p-edge and $t_{e, 1}$ is a parallelepiped denoted by $t_{e, 1}=\left\langle\mathbf{v}_{e, 1}, \cdots, \mathbf{v}_{e, 8}\right\rangle$ with $\left\langle\mathbf{v}_{e, 2}, \mathbf{v}_{e, 1}\right\rangle$, $\left\langle\mathbf{v}_{e, 3}, \mathbf{v}_{e, 1}\right\rangle$, and $\left\langle\mathbf{v}_{e, 4}, \mathbf{v}_{e, 1}\right\rangle$ as three of its edges. We may define the derivatives relative to the edge $e$ as same as that in the previous section. We let

$$
I_{e}= \begin{cases}I_{2} & \text { if } t_{e, 1} \text { is a tetrahedron } \\ \bar{I}_{2,1} & \text { if } t_{e, 1} \text { is prism } \\ \tilde{I}_{2} & \text { if } t_{e, 1} \text { is a parallelepiped }\end{cases}
$$

be the index set associated with $e$.
For each triangular facet $f$, let $t_{f, 1}$ and $t_{f, 2}$ be two elements in $\mathcal{T}_{1} \cup \mathcal{T}_{2} \cup \mathcal{T}_{3}$ sharing $f$, if $f$ is an interior facet. If one of $t_{f, 1}$ and $t_{f, 2}$ is a tetrahedron, we may assume that $t_{f, 1}$ is this one and call $f$ a t-facet. Otherwise, $t_{f, 1}$ is a prism and $f$ is called an m-facet. If $f$ is a boundary facet, let $t_{f, 1}$ be the element containing $f$. We may write it as $t_{f, 1}=\left\langle\mathbf{v}_{f, 1}, \mathbf{v}_{f, 2}, \mathbf{v}_{f, 3}, \mathbf{v}_{f, 4}\right\rangle$ if $t_{e, 1}$ is a tetrahedron, we call it a t-facet, or $t_{f, 1}=\left\langle\mathbf{v}, \cdots, \mathbf{v}_{f, 6}\right\rangle$ if $t_{f, 1}$ is a prism, we will call it an m -facet.

For each parallelepiped facet $f$, let $t_{f, 1}$ and $t_{f, 2}$ be two elements in $\mathcal{T}_{1} \cup \mathcal{T}_{2} \cup \mathcal{T}_{3}$ sharing $f$, if $f$ is an interior facet. If one of $t_{f, 1}$ and $t_{f, 2}$ is a prism, we may assume that $t_{f, 1}$ is this one and call it a m-facet. Otherwise, $t_{f, 1}$ is a parallelepiped, and we call $f$ a p-facet. If $f$ is a boundary facet, let $t_{f, 1}$ be the element containing $f$. We may write it as $t_{f, 1}=\left\langle\mathbf{v}_{f, 1}, \cdots, \mathbf{v}_{f, 6}\right\rangle$ if $t_{e, 1}$ is a prism, and call $f$ a m-facet, or $t_{f, 1}=\left\langle\mathbf{v}_{f, 1}, \cdots, \mathbf{v}_{f, 8}\right\rangle$ if $t_{f, 1}$ is a parallelepiped, and we call $f$ a p-facet. In the later case, we denote it by $t_{f, 1}$ and $\left\langle\mathbf{v}_{e, 2}, \mathbf{v}_{e, 1}\right\rangle,\left\langle\mathbf{v}_{e, 3}, \mathbf{v}_{e, 1}\right\rangle$ and $\left\langle\mathbf{v}_{e, 4}, \mathbf{v}_{e, 1}\right\rangle$ are assumed to be three of its edges. We will use the notation $D_{f}^{\alpha}:=D_{f, 1}^{\alpha}$ for the derivatives relative to $f$ as defined in the
previous section. We also let

$$
I_{f}= \begin{cases}I_{3} & \text { if } t_{f, 1} \text { is a tetrahedron } \\ \bar{I}_{3,1} & \text { if } t_{f, 1} \text { is a prism } \\ \widetilde{I}_{3} & \text { if } t_{f, 1} \text { is a parallelepiped }\end{cases}
$$

be the index set associated with each facet $f$.
Let $t$ be an element of $\mathcal{T}_{1} \cup \mathcal{T}_{2} \cup \mathcal{T}_{3}$. If $t=\left\langle\mathbf{v}_{t, 1}, \cdots, \mathbf{v}_{t, 4}\right\rangle$, we rewrite it as $\left\langle\mathbf{y}_{t, 1}, \cdots, \mathbf{y}_{t, 4}\right\rangle$ with $\mathbf{v}_{t, 4}=\mathbf{y}_{t, 1}$; if $t=\left\langle\mathbf{v}_{t, 1}, \cdots, \mathbf{v}_{t, 6}\right\rangle$, we rewrite it as $\left\langle\mathbf{y}_{t, 1}, \cdots, \mathbf{y}_{t, 6}\right\rangle$ with $\mathbf{v}_{t, 6}=\mathbf{y}_{t, 1}$ and $\left\langle\mathbf{y}_{t, 2}, \mathbf{y}_{t, 1}\right\rangle,\left\langle\mathbf{y}_{t, 3}, \mathbf{y}_{t, 1}\right\rangle$ and $\left\langle\mathbf{y}_{t, 4}, \mathbf{y}_{t, 1}\right\rangle$ are three of the edges of $t$; and if $t=\left\langle\mathbf{v}_{t, 1}, \cdots, \mathbf{v}_{t, 8}\right\rangle$, we rewrite it as $\left\langle\mathbf{y}_{t, 1}, \cdots, \mathbf{y}_{t, 8}\right\rangle$ with $\mathbf{y}_{t, 1}=\mathbf{v}_{t, 8}$ and $\left\langle\mathbf{y}_{t, 2}, \mathbf{y}_{t, 1}\right\rangle$, $\left\langle\mathbf{y}_{t, 3}, \mathbf{y}_{t, 1}\right\rangle$ and $\left\langle\mathbf{y}_{t, 4}, \mathbf{y}_{t, 1}\right\rangle$ are three of the edges of $t$. As before, the derivatives relative to $t$ are denoted by

$$
D_{t}^{\alpha}=\left(D_{\mathbf{y}_{t, 2}-\mathbf{y}_{t, 1}}\right)^{\alpha_{1}}\left(D_{\mathbf{y}_{t, 3}-\mathbf{y}_{t, 1}}\right)^{\alpha_{2}}\left(D_{\mathbf{y}_{t, 4}-\mathbf{y}_{t, 1}}\right)^{\alpha_{3}}
$$

where $\alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in \mathbb{Z}_{+}^{3}$ and we let

$$
I_{t}= \begin{cases}I_{4} & \text { if } t \text { is a tetrahedron } \\ \bar{I}_{4} & \text { if } t \text { is a prism } \\ \tilde{I}_{4} & \text { if } t \text { is a parallelepiped }\end{cases}
$$

be the index set associated with each $t$.
We are now in a position to construct vertex splines on this mixed partitioned region $R$. In general, we will consider four types of vertex splines of interest. They are required to satisfy the following specifications of interpolatory parameters and smoothness conditions.
(I) For each vertex $\mathbf{v} \in \mathcal{V}$ and $\gamma \in I_{1}$, let $V_{\mathbf{v}}^{\gamma}$ be a piecewise polynomial function of "degree" $\leq 8 r+1$ satisfying the following:

$$
\begin{gather*}
D_{\mathbf{u}}^{\alpha} V_{\mathbf{v}}^{\gamma}(\mathbf{u})=\delta_{\mathbf{v}, \mathbf{u}} \delta_{\gamma, \alpha}, \alpha \in I_{1}, \mathbf{u} \in \mathcal{V} ;  \tag{I.1}\\
V_{\mathbf{v}}^{\gamma} \in C^{4 r} \text { at each vertex of } \triangle ;  \tag{I.2}\\
\left.D_{e}^{\alpha} V_{\mathbf{v}}^{\gamma}\right|_{t_{e, 1}}\left(\mathbf{v}_{e, 1}\right)=0, \alpha \in I_{e}, e \in \mathcal{E} ;  \tag{I.3}\\
V_{\mathbf{v}}^{\gamma} \in C^{2 r} \text { around each edge of } \triangle ;  \tag{I.4}\\
\left.D_{f}^{\alpha} V_{\mathbf{v}}^{\gamma}\right|_{t_{f, 1}}\left(\mathbf{y}_{f, 1}\right)=0, \gamma \in I_{f}, f \in \mathcal{F}_{1} \cup \mathcal{F}_{2} ; \tag{I.5}
\end{gather*}
$$

$$
\begin{equation*}
\left.D_{t}^{\alpha} V_{\mathbf{v}}^{\gamma}\right|_{t}\left(\mathbf{y}_{t, 1}\right)=0, \alpha \in I_{t}, t \in \mathcal{T}_{1} \cup \mathcal{T}_{2} \cup \mathcal{T}_{3} \tag{I.7}
\end{equation*}
$$

where $\delta_{\mathbf{v}, \mathbf{u}}, \delta_{\gamma, \alpha}$, as usual, denote the Kronecker delta.
(II) For each edge $e \in \mathcal{E}$ and $\gamma \in I_{e}$, let $V_{e}^{\gamma}$ be a piecewise polynomial function of "degree" $\leq 8 r+1$ satisfying the following:

$$
\begin{equation*}
D_{\mathbf{v}}^{\alpha} V_{e}^{\gamma}(\mathbf{v})=0, \alpha \in I_{1}, \mathbf{v} \in \mathcal{V} \tag{II.1}
\end{equation*}
$$

$$
\begin{equation*}
V_{e}^{\gamma} \in C^{4 r} \text { at each vertex of } \triangle ; \tag{II.2}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{d}^{\alpha} V_{e}^{\gamma}\right|_{t_{d, 1}}\left(\mathbf{v}_{d, 1}\right)=\delta_{e, d} \delta_{\gamma, \alpha}, \alpha \in I_{d}, d \in \mathcal{E} \tag{II.3}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{f}^{\alpha} V_{e}^{\gamma}\right|_{t_{f, 1}}\left(\mathbf{y}_{f, 1}\right)=0, \alpha \in I_{f}, f \in \mathcal{F}_{1} \cup \mathcal{F}_{2} \tag{II.5}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{t}^{\alpha} V_{e}^{\gamma}\right|_{t}\left(\mathbf{y}_{t, 1}\right)=0, \alpha \in I_{t}, t \in \mathcal{T}_{1} \cup \mathcal{T}_{2} \cup \mathcal{T}_{3} \tag{II.7}
\end{equation*}
$$

(III) For each facet $f \in \mathcal{F}_{1} \cup \mathcal{F}_{2}$ and $\gamma \in I_{f}$, let $V_{f}^{\gamma}$ be a piecewise polynomial function of "degree" $\leq 8 r+1$ satisfying the following:

$$
\begin{equation*}
D_{\mathbf{v}}^{\alpha} V_{f}^{\gamma}(\mathbf{v})=0, \alpha \in I_{1}, \mathbf{v} \in \mathcal{V} \tag{III.1}
\end{equation*}
$$

$$
\begin{equation*}
V_{f}^{\gamma} \in C^{4 r} \text { at each vertex of } \triangle ; \tag{III.2}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{d}^{\alpha} V_{f}^{\gamma}\right|_{t_{d, 1}}\left(\mathbf{v}_{d, 1}\right)=0, \alpha \in I_{d}, d \in \mathcal{E} \tag{III.3}
\end{equation*}
$$

$$
\begin{equation*}
V_{f}^{\gamma} \in C^{2 r} \text { around each edge of } \triangle ; \tag{III.4}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{g}^{\alpha} V_{f}^{\gamma}\right|_{t_{g, 1}}\left(\mathbf{y}_{g, 1}\right)=\delta_{f, g} \delta_{\gamma, \alpha}, \alpha \in I_{g}, g \in \mathcal{F}_{1} \cup \mathcal{F}_{2} \tag{III.5}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{t}^{\alpha} V_{f}^{\gamma}\right|_{t}\left(\mathbf{y}_{t, 1}\right)=0, \alpha \in I_{t}, t \in \mathcal{T}_{1} \cup \mathcal{T}_{2} \cup \mathcal{T}_{3} . \tag{III.7}
\end{equation*}
$$

(IV) For each element $t \in \mathcal{T}_{1} \cup \mathcal{T}_{2} \cup \mathcal{T}_{3}$ and $\gamma \in I_{t}$, let $V_{t}^{\gamma}$ be a piecewise polynomial function of "degree" $\leq 8 r+1$ satisfying the following:

$$
\begin{equation*}
\left.D_{d}^{\alpha} V_{t}^{\gamma}\right|_{t_{d, 1}}\left(\mathbf{v}_{d, 1}\right)=0, \alpha \in I_{d}, d \in \mathcal{E} \tag{IV.3}
\end{equation*}
$$

$$
\begin{equation*}
V_{t}^{\gamma} \in C^{2 r} \text { around each edge of } \triangle ; \tag{IV.4}
\end{equation*}
$$

$$
\begin{equation*}
\left.D_{f}^{\alpha} V_{t}^{\gamma}\right|_{t_{f, 1}}\left(\mathbf{y}_{f, 1}\right)=0, \gamma \in I_{f}, f \in \mathcal{F}_{1} \cup \mathcal{F}_{2} ; \tag{IV.5}
\end{equation*}
$$

$$
V_{t}^{\gamma} \in C^{r} \text { across each facet of } \triangle ;
$$

$$
\begin{equation*}
\left.D_{s}^{\alpha} V_{t}^{\gamma}\right|_{s}\left(\mathbf{y}_{s, 1}\right)=\delta_{t, s} \delta_{\gamma, \alpha}, \alpha \in I_{s}, s \in \mathcal{T}_{1} \cup \mathcal{T}_{2} \cup \mathcal{T}_{3} . \tag{IV.7}
\end{equation*}
$$

The outline for constructing these vertex splines can be described as follows. Let us first consider the construction procedure of $V_{\mathbf{v}}^{\gamma}$. Suppose $t$ is an element in $\mathcal{T}_{1} \cup \mathcal{T}_{2} \cup \mathcal{T}_{3}$. The requirements (I.1) and (I.2) specify the portion of the B-net of $V_{\mathrm{v}}^{\gamma}$ with indices on layer $l$ at each vertex of $t, 0 \leq l \leq 4 r$. Around each edge $e$ of $t$, the requirement (I.3) determines the B-net of $\left.V_{\mathbf{v}}^{\gamma}\right|_{t e, 1}$ with indices in layer $l$ around $e, 0 \leq l \leq 2 r$ if $t=t_{e, 1}$. Otherwise, we apply Lemmas 3.3.5 and Lemma 3.3.1 to determine

$$
\left.D_{t}^{\alpha} V_{\mathbf{v}}^{\gamma}\right|_{t}
$$

from $\left.V_{\mathbf{v}}^{\gamma}\right|_{t_{e, 1}}$ and use the resulting directional derivatives to determine the portion of the B-net of $\left.V_{\mathbf{v}}^{\gamma}\right|_{t}$ in layer $l$ around $e$ located in part II, $0 \leq l \leq 2 r$. Suppose that a facet $f \subset t$ is an each interior facet. If $t=t_{f, 1}$, then we may directly obtain the portion of the B-net of $V_{\mathrm{v}}^{\gamma}$ with indices on layer $l$ near $f$ located in part III, $0 \leq l \leq r$, by using the requirements in (I.5). Otherwise, after requiring that $\left.V_{\mathbf{v}}^{\gamma}\right|_{t_{f, 1}}$ satisfies (I.5), we use Lemmas 3.3.6-3.3.12 whichever applies, to determine the portion of the B-net
of $\left.V_{\mathbf{v}}^{\gamma}\right|_{t}$ on the layer $l$ near $f$ located in part III, $0 \leq l \leq r$. Finally, we directly apply the requirement in (I.7) to determine the rest of the B-net of $\left.V_{\mathbf{v}}^{\gamma}\right|_{t}$. From the construction procedure, we know that the support of $V_{\mathbf{v}}^{\gamma}$ is the union of all elements $t \in T_{1} \cup T_{2} \cup T_{3}$ sharing $\mathbf{v}$ as their common vertex.

Next, the outline for the construction procedures for other vertex splines are the same as that of $V_{\mathbf{v}}^{\gamma}$. We omit their details.

From the construction procedures, we know that the support of $V_{e}^{\gamma}$ is the union of all elements $t \in \mathcal{T}_{1} \cup \mathcal{T}_{2} \cup \mathcal{T}_{3}$ sharing edge $e$, the support of $V_{f}^{\gamma}$ is the union of all elements $t \in \mathcal{T}_{1} \cup \mathcal{T}_{2} \cup \mathcal{T}_{3}$ sharing facet $f$; the support of $V_{t}^{\gamma}$ is the element $t$ only.

Consider the space

$$
\begin{aligned}
\widehat{S}_{8 r+1}^{r}(\triangle)=\operatorname{span} & \left\{V_{\mathbf{v}}^{\gamma}: \gamma \in I_{1}, \mathbf{v} \in \mathcal{V}\right\} \cup\left\{V_{e}^{\gamma}: \gamma \in I_{e}, e \in \mathcal{E}\right\} \\
& \cup\left\{V_{f}^{\gamma}: \gamma \in I_{f}, f \in \mathcal{F}_{1} \cup \mathcal{F}_{2}\right\} \cup\left\{V_{t}^{\gamma}: \gamma \in I_{t}, t \in \mathcal{T}_{1} \cup \mathcal{T}_{2} \cup \mathcal{T}_{3}\right\} .
\end{aligned}
$$

Clearly, $\widehat{S}_{8 r+1}^{r}(\triangle)$ is a subspace of $S_{8 r+1}^{r}(\triangle)$. For each sufficiently smooth function $g$, we define

$$
\begin{align*}
L g(\mathbf{x}) & =\sum_{\mathbf{v} \in \mathcal{V}} \sum_{|\gamma| \leq 4 r} D^{\gamma} g(\mathbf{v}) V_{\mathbf{v}}^{\gamma}(\mathbf{x})+\sum_{e \in \mathcal{E}} \sum_{\gamma \in I_{e}} D_{e}^{\gamma} g\left(\mathbf{v}_{e, 1}\right) V_{e}^{\gamma}(\mathbf{x})  \tag{3.6.1}\\
& +\sum_{f \in \mathcal{F}_{1} \cup \mathcal{F}_{2}} \sum_{\gamma \in I_{f}} D_{f}^{\gamma} g\left(\mathbf{y}_{f, 1}\right) V_{f}^{\gamma}(\mathbf{x})+\sum_{t \in \mathcal{T}_{1} \cup \mathcal{T}_{2} \cup \mathcal{T}_{3}} \sum_{\gamma \in I_{t}} D_{t}^{\gamma} g\left(\mathbf{y}_{t, 1}\right) V_{t}^{\gamma}(\mathbf{x}) .
\end{align*}
$$

We are now ready to derive some properties of the super spline space $\widehat{S}_{8 r+1}^{r}(\triangle)$.
LEMMA 3.6.1. $L p=p$ for any polynomial $p$ of total degree $8 r+1$.
Proof. We use mathematical induction on the number of tetrahedra in $\triangle$ to establish this lemma. For $n=1, L$ is an interpolatory operator based on $t$, the only tetrahedron of $\triangle$. Since the sets of interpolation conditions associated with each vertex of $t$ are lower sets and induce a partition of $\Lambda_{8 r+1}$, we see that $L p=p$ for all $p$ of total degree $8 r+1$ by Proposition 3.1. Suppose now that the result holds for $m=\#\{t: t \in \triangle\}$. Let $\#\{t: t \in \triangle\}=m+1$ and set $\triangle=\left\{t_{i}: i=1, \cdots, m+1\right\}$. By relabeling if necessary, assume that $t_{m+1}=\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right\rangle$ has at least one boundary facet, and for the time being, assume that it has only one interior facet $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle$, say. Let $\triangle^{\prime}=\left\{t_{i}: i=1, \cdots, m\right\}=\triangle \backslash\left\{t_{m+1}\right\}$. Observing the uniqueness in Lemma 3.3.5 and applying Theorem 4.1.3 in [39], we can see that the smoothness of $L p$ across $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle$ may be expressed in terms of certain appropriate interpolation conditions (i.e., derivatives relative to the edges and related to the facet) such that $\left.L_{\Delta} p\right|_{\Delta^{\prime}}=L_{\Delta^{\prime}} p$ and $\left.L_{\Delta} p\right|_{t_{m+1}}=L_{t_{m+1}} p$, where $L_{\Delta}, L_{\Delta^{\prime}}, L_{t_{m+1}}$ are restrictions of $L$ on $\triangle, \Delta^{\prime}, t_{m+1}$, respectively. By the induction hypothesis, we have $\left.L_{\triangle} p\right|_{\Delta^{\prime}}=p$ and $\left.L_{\triangle} p\right|_{t_{m+1}}=p$. Hence,
$L p=p$ on $\triangle$. The proof is similar if $t_{m+1}$ contains two or three interior facets. This completes the proof.

If $L g$ is interpreted as

$$
\begin{aligned}
L g(\mathbf{x}) & =\sum_{\mathbf{v} \in \mathcal{V}} \sum_{|\gamma| \leq 4 r} D^{\gamma} g(\mathbf{v}) V_{\mathbf{v}}^{\gamma}(\mathbf{x}) \\
& +\left.\sum_{e \in \mathcal{E}} \sum_{\gamma \in I_{e}} D_{e}^{\gamma} g\right|_{t_{e, 1}}\left(\mathbf{v}_{e, 1}\right) V_{e}^{\gamma}(\mathbf{x}) \\
& +\left.\sum_{f \in \mathcal{F}_{1} \cup \mathcal{F}_{2}} \sum_{\gamma \in I_{f}} D_{f}^{\gamma} g\right|_{t_{f, 1}}\left(\mathbf{y}_{f, 1}\right) V_{f}^{\gamma}(\mathbf{x}) \\
& +\left.\sum_{t \in \mathcal{T}_{1} \cup \mathcal{T}_{2} \cup \tau_{3}} \sum_{\gamma \in I_{t}} D_{t}^{\gamma} g\right|_{t}\left(\mathbf{y}_{t, 1}\right) V_{t}^{\gamma}(\mathbf{x}),
\end{aligned}
$$

then the following result is also derived from the above argument.
LEMMA 3.6.2. $L g=g$ for any $g \in \widehat{S}_{8 r+1}^{r}(\triangle)$.
We have the following consequence of Lemma 3.5.2.
THEOREM 3.6.1. The collection

$$
\begin{aligned}
\mathcal{B}:= & \left\{V_{\mathbf{v}}^{\gamma}: \mathbf{v} \in \mathcal{V},|\gamma| \leq 4 r\right\} \cup\left\{V_{e}^{\gamma}: \gamma \in I_{e}, e \in \mathcal{E}\right\} \cup\left\{V_{f}^{\gamma}: \gamma \in I_{f}, f \in \mathcal{F}_{1} \cup \mathcal{F}_{2}\right\} \\
& \cup\left\{V_{t}^{\gamma}: \gamma \in I_{t}, t \in \mathcal{T}_{1} \cup \mathcal{T}_{2} \cup \mathcal{T}_{3}\right\}
\end{aligned}
$$

is a basis of $S$ and consequently $S=\widehat{S}_{8 r+1}^{r}(\triangle)$.
Let $G \subset \sup \{t: t \in \triangle\}$ and for $g \in C^{k}(G)$, denote

$$
\left\|D^{k} g\right\|=\max _{|\alpha|=k}\left\|D^{\alpha} g\right\|_{C(G)}
$$

and

$$
\operatorname{dist}(f, S)=\inf _{s \in S}\|f-s\|
$$

Clearly, the vertex splines in $S_{d}^{r}, d \geq 8 r+1$, can also be constructed by using same idea as above and similar results may be derived. Therefore, we can state the following more general theorem.

THEOREM 3.6.2. Let $d \geq 8 r+1$. There exists a linear operator $L$ with range $\widehat{S}_{d}^{r}$ such that

$$
\|L g-g\| \leq K\left\|D^{d+1} g\right\| \|\left.\Delta\right|^{d+1}
$$

for all sufficiently smooth function $g$, where $K$ is a constant independent of $g$ and $\triangle$. In particular, for $d=8 r+1, L$ can be chosen to be (3.6.1). Consequently,

$$
\operatorname{dist}\left(g, \widehat{S}_{d}^{r}\right) \leq K\left\|D^{d+1} g\right\| \|\left.\Delta\right|^{d+1}
$$

Proof. Here, we only prove the case that $d=8 r+1$, since a similar argument yields the desired result for $d>8 r+1$. Fix a point $\mathbf{x} \in G$ and consider a linear functional

$$
F(g)=L g(\mathbf{x})-g(\mathbf{x})
$$

It is easy to see that $F$ satisfies the following:
(i) $|F(g)| \leq K_{1} \sum_{j=0}^{8 r+1}\left\|D^{j} g\right\||\triangle|^{j}$
(ii) $F(p)=0$ for all $p \in \mathbb{P}_{8 r+1}$,

By an argument similar to that in Bramble and Hilbert [24], there exists a constant $K$ independent of $g, \mathbf{x}$, and $|\triangle|$ such that

$$
|L g(\mathbf{x})-g(\mathbf{x})| \leq K\left\|D^{8 r+2} g\right\||\triangle|^{8 r+2} .
$$

Therefore, we have established the theorem.
Note that $\widehat{S}_{8 r+1}^{r}$ is a proper subspace of $S_{8 r+1}^{r}$. In fact, the exact dimension of $\widehat{S}_{9}^{r}$ is given in the following

COROLLARY 3.6.3.

$$
\begin{aligned}
\operatorname{dim} \widehat{S}_{9}^{1}= & 35 N_{v}+8 N_{e, t}+12 N_{e, s}+16 N_{e, p}+7 N_{f, t} \\
& +11 N_{f, s}+46 N_{f, p}+4 N_{t, t}+60 N_{t, s}+216 N_{t, p}
\end{aligned}
$$

where $N_{v}, N_{e, t}, N_{e, s}, N_{e, p}, N_{f, t}, N_{f, m}, N_{f, p}, N_{t, t}, N_{t, m}, N_{t, p}$ denote the numbers of vertices, $t$-edges, $m$-edges, $p$-edge, $t$-facets, $m$-facets, $p$-facets, tetrahedra, prisms, parallelepipeds of $\triangle$, respectively.

## 4. FINAL CONCLUSIONS AND REMARKS

In sections 2.1-2.6 and 3.1-3.5 we mainly dealt with the construction of vertex splines in various spline spaces $S_{d}^{r}(\triangle)$ in the bivariate and trivariate settings and proved that approximation formulas based on the vertex splines may be used to realize the full approximation order. Our results show that these vertex splines in $S_{d}^{r}(\triangle)$ span a super spline subspace and the full approximation order can be achieved by using its subspace. We should comment on the application aspects of these vertex splines. Due to the facts that they have local supports and that they can be easily constructed on an arbitrary grid partition, vertex splines should find important applications in engineering and other applied areas. The following are three of these applications.
(1) Assume that we are given some partial information of a unknown function $f$ on scattered data set of an interested region $R$ and we are looking for a surface ( such as a piecewise polynomial function ) with certain preassigned smoothness to approximate the unknown function $f$. The mathematical model can be described as follows. Let $\mathcal{V}=\left\{\mathbf{v}_{1}, \cdots, \mathbf{v}_{N}\right\}$ be the set of scattered data and $r$ be the preassigned smoothness requirement. Assume that the region $R$ of interest has been partitioned into a simplicial region $\triangle$ (or in general, a mixed partition ) with $\mathbf{v}_{i}, i=1, \cdots, N$, as its vertices. For convenience, we assume that $R \subset \mathbb{R}^{2}$. Denote $I:=\left\{\alpha \in \mathbb{Z}_{+}^{2}:|\alpha| \leq\right.$ $r+[(r+1) / 2]\}$ and denote $I_{c} \subset \mathcal{V} \times I$ the index set of interpolatory constraints. In other words, $D^{\alpha} f\left(\mathbf{v}_{i}\right),(\mathbf{v}, \alpha) \in I_{c}$ are the known information. In addition, we know the certain moments of $f$ on $R$. Then the problem is

Find a spline $S_{f} \in \widehat{S}_{d}^{r}(\triangle)$ such that

$$
\begin{aligned}
\left\|f-S_{f}\right\|_{2}=\inf \left\{\|f-s\|_{2}:\right. & s \in \widehat{S}_{d}^{r}(\triangle) \\
& \left.D^{\alpha} s(\mathbf{v})=D^{\alpha} f(\mathbf{v}),(\mathbf{v}, \alpha) \in I_{c}\right\}
\end{aligned}
$$

Here, $\|g\|_{2}=\left(\int_{R}|g|^{2}\right)^{1 / 2}$ and $d=3 r+2$.
Note that when $I_{c}=\emptyset$, the problem is reduced to the usual $L^{2}$ approximation problem.

By using vertex splines in $\widehat{S}_{d}^{r}(\triangle)$, this problem can be easily solved. The resulting surface has the full approximation order to the unknown function $f$ if $f$ is assumed to be sufficiently smooth. We may solve the discrete version of the above problem as well. The reader is referred to [28] and [39] for reference.
(2) Assume that we are given the same problem as (1) except that we do not have the information on the certain moment of $f$ mentioned above. Then we may consider
the following:
Find a spline $s_{f} \in \widehat{S}_{d}^{r}(\triangle)$ such that

$$
\begin{aligned}
\left\|D^{2} s_{f}\right\|_{2}=\inf \left\{\left\|D^{2} s\right\|_{2}:\right. & s \in \widehat{S}_{d}^{r}(\triangle), \text { and } \\
& \left.D^{\alpha} s(\mathbf{v})=D^{\alpha} f(\mathbf{v}),(\mathbf{v}, \alpha) \in I_{c}\right\}
\end{aligned}
$$

Here, $\left\|D^{2} g\right\|:=\sum_{|\alpha|=2}\left\|D^{\alpha} g\right\|_{2}$. That is, the spline we look for is of minimum"energy".

By using fundamental vertex splines of $\widehat{S}_{d}^{r}(\triangle)$, this problem is turned into one that requires solving a linear system. Thus, we can easily solve this problem and obtain a desired surface. (cf. [27, 28].)
(3)Another application of vertex splines is to solve partial differential equations (PDE's). We may use them as trial functions instead of finite elements. Let us consider a wave equation of optical waveguide:

$$
\left\{\begin{array}{lll}
\left(\nabla^{2}+\left(\frac{k_{0}}{\beta}\right)^{2}\right) u & =0 & \\
\frac{\partial}{\partial n} u & =0 & \text { on the magnetic wall } \\
u & =0 & \text { on the electrical wall. }
\end{array}\right.
$$

where $\beta$ is the cutoff wavelength to be determined and $u$ represents the axial field components of $E_{z}$ or $H_{z}$ for the electromagnetic field.

Now let $u=\sum_{i=1}^{L} f_{i} V_{i}$, where $V_{i}$ 's are the fundamental vertex splines in $\widehat{S}_{d}^{r}(\triangle)$. Multiplying from the left by $u$ and integrating over the region $R$, we then apply Green identities to obtain

$$
\iint_{R} \nabla u \cdot \nabla u-\left(\frac{k_{0}}{\beta}\right)^{2} \iint_{R} u^{2}=0
$$

or

$$
\mathbf{f}^{t} S \mathbf{f}-\left(\frac{k_{0}}{\beta}\right)^{2} \mathbf{f}^{t} T \mathbf{f}=0
$$

where $\mathbf{f}:=\left(f_{1}, \cdots, f_{L}\right)^{t}$ and $S$ and $T$ are resulting matrices. After variational calculus, we will obtain an eigenvalue problem with $\left(k_{0} / \beta\right)^{2}$ as its eigenvalue. Then solving for the eigenvalues and corresponding eigenfunctions, we obtain the desired results on the electromagnetic field of a waveguide.

The advantages of using vertex splines instead of finite elements are the following: in the bivariate setting, the degree of the polynomial pieces is $3 r+2$ instead of $4 r+1$ for $r \geq 1$; in the trivariate setting, the degree of the polynomial pieces is $6 r+3$ instead of $8 r+1$ for $r \geq 1$; no normal derivatives inside of an edge of each triangle (or tetrahedron) are needed; no mapping to the standard triangle or rectangle is necessary; finding inner products of vertex splines is easier (their B-nets and exact
formulas are used) instead of numerical integration. We may use this technique to solve other PDE's. See [27, 28] for other applications.

Besides the above remarks, we also comment on the other aspects of vertex splines as well as the theory of MSA.

It should be noted that the construction of vertex splines is based on the assumption that a partition of the region $R$ of interest is given beforehand. Many methods for generating simplicial partitions can be found in the literature (cf. [6, 110] for references) and some study based on mixed partitions can be found in [79, 104].

In addition to the study on simplicial B-splines, box splines, and vertex splines, the discussion on dimensions of various bivariate spline spaces and thin-plate splines which are of global support has been carried out simultaneously. Readers are referred to $[1-3,5,33,43-48,74,75,78,108,109,111,115,116]$ for the information on the dimensions of bivariate spline and super spline spaces and to $[113,114]$ and etc. for the discussion on thin-plate splines. Also, see [67-69, 80, 93, 96] for the study of using radial functions in multivariate interpolation and [29-31, 34, 73, 91, 93, 95, 97, 100, 102] for multivariate spline interpolation and surface fitting.

In [19], the authors conjectured that in the trivariate setting, the full approximation order of $S_{d}^{r}$ is obtained as soon as $d \geq 4 r+3$. The conjecture is still an open problem.
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## APPENDIX

## Examples of Vertex Splines on A Mixed Partition

In this appendix, explicit formulation of the vertex splines $V_{\mathbf{v}}^{\gamma}$, and $V_{e}^{\gamma}$ in the super spline space $\widehat{S}_{5}^{1}$ are given in terms of their B-coefficents on each triangle of their supports as shown in Figure A.1-A. 7 as well as their graphs as shown in Figure A.8A. 14 and Figure A.16-A. 22 with supports as shown in Figure A. 15 and A.23. In Figure A.1-A.7, we only consider formulation of each vertex spline $V_{v}^{\gamma}$ on a triangle inside its support which consists of triangles only for simplicity. However, we present graphs of those vertex splines whose support contain both parallelograms and triangles in Figure A.8-A. 14 with support as shown in A.15.

Let $\mathbf{x}_{i}=\left(x_{i}, y_{i}\right)$ be a vertex in $\triangle$ and $\left\langle\mathbf{x}_{i}, \mathbf{x}_{i, k}, \mathbf{x}_{i, k+1}\right\rangle, k=1, \cdots, l\left(\mathbf{x}_{i}\right)$, be the triangles in $\triangle$ that share $\mathbf{x}_{i}$ as their common vertex. Let $e=\left[\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}\right]$ be an interior edge of $\triangle$ and $\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 3}\right\rangle$ and $\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 4}\right\rangle$ be the two triangles of $\triangle$ that share $e$ as their common edge. For simplicity, we may assume that $e$ is not a singular edge. Also, we have assumed that all vertices of $\triangle$ have been enumerated and all edges have been assigned a direction which is denoted by $\left[\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}\right]$.

Denote $\langle\mathbf{x}, \mathbf{y}\rangle=\{\mathbf{x}+t(\mathbf{y}-\mathbf{x}): 0 \leq t \leq 1\}$. As usual, we denote $\mathbf{x}=(x, y)$ and denote by

$$
\delta\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle=\frac{1}{2}\left|\begin{array}{lll}
1 & x_{1} & y_{1} \\
1 & x_{2} & y_{2} \\
1 & x_{3} & y_{3}
\end{array}\right|
$$

the signed area of the triangle $\left\langle\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right\rangle$. In Figure A.1-A. 6 we need the following notation.

$$
\begin{aligned}
\alpha_{k} & =\frac{\delta\left\langle\mathbf{x}_{i, k-1}, \mathbf{x}_{i, k}, \mathbf{x}_{i, k+1}\right\rangle}{\delta\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}, \mathbf{x}_{i, k-1}\right\rangle} \quad \beta_{k}=-\frac{\delta\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle}{\delta\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}, \mathbf{x}_{i, k-1}\right\rangle} \\
\gamma_{k} & =\frac{\delta\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i, k+1}, \mathbf{x}_{i, k+2}\right\rangle}{\delta\left\langle\mathbf{x}_{i, k+1}, \mathbf{x}_{i, k+2}, \mathbf{x}_{i}\right\rangle}
\end{aligned}
$$

and

$$
\begin{aligned}
b_{k} & =\frac{1}{5}\left(x_{i, k}-x_{i}\right), \quad c_{k}=\frac{1}{5}\left(y_{i, k}-y_{i}\right), \quad d_{k}=\frac{1}{20}\left(x_{i, k}-x_{i}\right)^{2}, \\
e_{k} & =\frac{1}{20}\left(y_{i, k}-y_{i}\right)^{2}, \quad f_{k}=\frac{1}{20}\left(x_{i, k}-x_{i}\right)\left(x_{i, k+1}-x_{i}\right), \\
h_{k} & =\frac{1}{20}\left(y_{i, k}-y_{i}\right)\left(y_{i, k+1}-y_{i}\right), \quad g_{k}=\frac{1}{10}\left(x_{i, k}-x_{i}\right)\left(y_{i, k}-y_{i}\right), \\
\tilde{g}_{k} & =\frac{1}{20}\left[\left(x_{i, k+1}-x_{i}\right)\left(y_{i, k}-y_{i}\right)+\left(y_{i, k+1}-y_{i}\right)\left(x_{i, k}-x_{i}\right)\right] .
\end{aligned}
$$


I. $\left.\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle,<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle$ are interior edges

$$
\begin{aligned}
& a_{k 1}=\left\{\begin{array}{cl}
\alpha_{k}+\beta_{k} & \text { if }<\mathbf{x}_{i, k}, \mathbf{x}_{i}>=\left[\mathbf{x}_{i, k}, \mathbf{x}_{i}\right] \\
0 & \text { otherwise }
\end{array}\right. \\
& a_{k 2}= \begin{cases}1 & \text { if }<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}>=\left[\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right] \\
\gamma_{k} & \text { otherwise }\end{cases}
\end{aligned}
$$

II. $\left.\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle,<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle$ are boundary edges

$$
\begin{aligned}
& a_{k 1}= \begin{cases}1 & \text { if }\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k}, \mathbf{x}_{i}\right] \\
0 & \text { otherwise }\end{cases} \\
& a_{k 2}= \begin{cases}1 & \text { if } \left.<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right] \\
\gamma_{k} & \text { otherwise }\end{cases}
\end{aligned}
$$

Fig. A. $1 \quad$ Vertex spline $V_{\mathbf{x}_{i}}^{(0,0)}$

I. $\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle,\left\langle\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle$ are interior edges

$$
\begin{aligned}
& b_{k 1}= \begin{cases}2 b_{k} \alpha_{k}+\left(b_{k-1}+2 b_{k}\right) \beta_{k} & \text { if }\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k}, \mathbf{x}_{i}\right] \\
0 & \text { otherwise }\end{cases} \\
& b_{k 2}= \begin{cases}b_{k}+2 b_{k+1} & \text { if }\left\langle\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right] \\
2 b_{k+1} \gamma_{k} & \text { otherwise }\end{cases}
\end{aligned}
$$

II. $\left.\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle,<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle$ are boundary edges

$$
\begin{aligned}
& b_{k 1}= \begin{cases}2 b_{k}+b_{k+1} & \text { if }\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k}, \mathbf{x}_{i}\right] \\
0 & \text { otherwise }\end{cases} \\
& b_{k 2}= \begin{cases}b_{k}+2 b_{k+1} & \text { if } \left.<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right] \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

Fig. A. $2 \quad$ Vertex spline $V_{\mathbf{x}_{i}}^{(1,0)}$

I. $\left.\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle,<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle$ are interior edges

$$
\begin{aligned}
& c_{k 1}= \begin{cases}2 c_{k} \alpha_{k}+\left(c_{k-1}+2 c_{k}\right) \beta_{k} & \text { if }\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k}, \mathbf{x}_{i}\right] \\
0 & \text { otherwise }\end{cases} \\
& c_{k 2}= \begin{cases}c_{k}+2 c_{k+1} & \text { if }\left\langle\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right] \\
2 c_{k+1} \gamma_{k} & \text { otherwise }\end{cases}
\end{aligned}
$$

II. $\left.\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle,<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle$ are boundary edges

$$
\begin{aligned}
& c_{k 1}= \begin{cases}2 c_{k}+c_{k+1} & \text { if }\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k}, \mathbf{x}_{i}\right] \\
0 & \text { otherwise }\end{cases} \\
& c_{k 2}= \begin{cases}c_{k}+2 c_{k+1} & \text { if } \left.<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right] \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

Fig. A. $3 \quad$ Vertex spline $V_{\mathbf{x}_{i}}^{(0,1)}$

I. $\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle,\left\langle\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle$ are interior edges

$$
\begin{aligned}
& d_{k 1}= \begin{cases}d_{k} \alpha_{k}+\left(d_{k}+2 f_{k-1}\right) \beta_{k} & \text { if }\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k}, \mathbf{x}_{i}\right] \\
0 & \text { otherwise }\end{cases} \\
& d_{k 2}= \begin{cases}d_{k+1}+2 f_{k} & \text { if }\left\langle\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right] \\
d_{k+1} \gamma_{k} & \text { otherwise }\end{cases}
\end{aligned}
$$

II. $\left.\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle,<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle$ are boundary edges

$$
\begin{aligned}
& d_{k 1}= \begin{cases}d_{k}+2 f_{k} & \text { if }\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k}, \mathbf{x}_{i}\right] \\
0 & \text { otherwise }\end{cases} \\
& d_{k 2}= \begin{cases}d_{k+1}+2 f_{k} & \text { if }<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}>=\left[\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right] \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

Fig. A. $4 \quad$ Vertex spline $V_{\mathbf{x}_{i}}^{(2,0)}$

I. $\left.\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle,<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle$ are interior edges

$$
\begin{aligned}
& g_{k 1}= \begin{cases}g_{k} \alpha_{k}+\left(g_{k}+2 \tilde{g}_{k-1}\right) \beta_{k} & \text { if }\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k}, \mathbf{x}_{i}\right] \\
0 & \text { otherwise }\end{cases} \\
& g_{k 2}= \begin{cases}g_{k+1}+2 \tilde{g}_{k} & \text { if }<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}>=\left[\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right] \\
g_{k+1} \gamma_{k} & \text { otherwise }\end{cases}
\end{aligned}
$$

II. $\left.\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle,<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle$ are boundary edges

$$
\begin{aligned}
& g_{k 1}= \begin{cases}g_{k}+2 \tilde{g}_{k} & \text { if } \left.<\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k}, \mathbf{x}_{i}\right] \\
0 & \text { otherwise }\end{cases} \\
& g_{k 2}= \begin{cases}g_{k+1}+2 \tilde{g}_{k} & \text { if }<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}>=\left[\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right] \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

Fig. A. $5 \quad$ Vertex spline $V_{\mathbf{x}_{i}}^{(1,1)}$

I. $\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle,\left\langle\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle$ are interior edges

$$
\begin{aligned}
& e_{k 1}= \begin{cases}e_{k} \alpha_{k}+\left(e_{k}+2 h_{k-1}\right) \beta_{k} & \text { if }\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k}, \mathbf{x}_{i}\right] \\
0 & \text { otherwise }\end{cases} \\
& e_{k 2}= \begin{cases}e_{k+1}+2 h_{k} & \text { if } \left.<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right] \\
e_{k+1} \gamma_{k} & \text { otherwise }\end{cases}
\end{aligned}
$$

II. $\left.\left\langle\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle,<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right\rangle$ are boundary edges

$$
\begin{aligned}
& e_{k 1}= \begin{cases}e_{k}+2 h_{k} & \text { if } \left.<\mathbf{x}_{i, k}, \mathbf{x}_{i}\right\rangle=\left[\mathbf{x}_{i, k}, \mathbf{x}_{i}\right] \\
0 & \text { otherwise }\end{cases} \\
& e_{k 2}= \begin{cases}e_{k+1}+2 h_{k} & \text { if }<\mathbf{x}_{i, k+1}, \mathbf{x}_{i}>=\left[\mathbf{x}_{i, k+1}, \mathbf{x}_{i}\right] \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

Fig. A. $6 \quad$ Vertex spline $V_{\mathbf{x}_{i}}^{(0,2)}$

In addition, let

$$
l_{e}=\delta\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 3}\right\rangle, \quad \bar{l}_{e}=\delta\left\langle\mathbf{x}_{e, 1}, \mathbf{x}_{e, 2}, \mathbf{x}_{e, 4}\right\rangle .
$$


I. $\left.<\mathbf{x}_{i, 1}, \mathbf{x}_{i, 2}\right\rangle$ is an interior edge

$$
\begin{aligned}
& a_{1}= \begin{cases}l_{e} & \text { if }\left\langle\mathbf{x}_{i, 1}, \mathbf{x}_{i, 2}>=\left[\mathbf{x}_{i, 1}, \mathbf{x}_{i, 2}\right]\right. \\
-l_{e} & \text { otherwise }\end{cases} \\
& a_{2}= \begin{cases}\bar{l}_{e} & \text { if }<\mathbf{x}_{i, 1}, \mathbf{x}_{i, 2}>=\left[\mathbf{x}_{i, 1}, \mathbf{x}_{i, 2}\right] \\
-\bar{l}_{e} & \text { otherwise }\end{cases}
\end{aligned}
$$

II. $<\mathbf{x}_{i, 1}, \mathbf{x}_{i, 2}>$ is a boundary edge. Assume $\left.<\mathbf{x}_{i, 1}, \mathbf{x}_{i, 2}, \mathbf{x}_{i, 3}\right\rangle$ is the only triangle of $\triangle$ containing $\left\langle\mathbf{x}_{i, 1}, \mathbf{x}_{i, 2}\right\rangle$.

$$
a_{1}=l_{e}
$$

Fig. A. 7 Vertex spline $V_{e}$
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